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Abstract

The accurate estimation of the proximity of threat is important for biological survival and to assess relevant events of everyday
life. We addressed the question of whether proximal as compared with distal vocal threat would lead to a perceptual
advantage for the perceiver. Accordingly, we sought to highlight the neural mechanisms underlying the perception of proximal
us distal threatening vocal signals by the use of functional magnetic resonance imaging. Although we found that the inferior
parietal and superior temporal cortex of human listeners generally decoded the spatial proximity of auditory vocalizations,
activity in the right voice-sensitive auditory cortex was specifically enhanced for proximal aggressive relative to distal
aggressive voices as compared with neutral voices. Our results shed new light on the processing of imminent danger signaled
by proximal vocal threat and show the crucial involvement of the right mid voice-sensitive auditory cortex in such processing.
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Introduction

Living beings undergo a constant evolutionary process accord-
ing to which behavioral as well as neural mechanisms allowing
the species’ survival is favored. In the human literature, re-
search on the visual sensory modality brought to light several
mechanisms crucially involved in processing environmental
threat, whereas research on the auditory modality was underre-
presented in such context. In fact, while threat proximity can be
assessed visually, the accurate detection and localization of
threat often relies on our auditory system, a mechanism that is
more specifically efficient in the case of vocal threat processing.

Human neuroimaging studies highlighted the role of the su-
perior temporal gyrus (STG) and the superior temporal sulcus in
processing vocal as opposed to non-vocal signals (Belin et al.,
2000). Subparts of these temporal voice-sensitive areas were
further shown to respond specifically to voices signaling threat
(Buchanan et al., 2000; Grandjean et al., 2005; Leitman et al., 2010;
Ethofer et al., 2011; Frithholz et al., 2012; Witteman et al., 2012;
Frithholz and Grandjean 2013a), highlighting the fundamental

meaning and high importance of such events for biological sur-
vival in humans. This line of argument was further strength-
ened by studies showing that emotional expressions, despite
not in the focus of attention could still be processed notably by
the amygdala and could hence have a significant influence on
the distribution of spatial attention both in the visual
(Vuilleumier and Schwartz, 2001) and the vocal domain (Sander
et al., 2003; Wambacq et al., 2004) or more generally in the audi-
tory domain, involving the lateral parietal cortex (Griffiths and
Warren, 2002). Such survival mechanisms involving an
enhanced processing of biologically relevant events are known
to be shared by most mammals and animals (Ohman, 1986) and
a better understanding of their role in the human spatial hear-
ing system is of high importance. In fact, the fast and accurate
decoding and localization of vocal signals of threat is especially
relevant for humans, even more when these signals are rela-
tively close to the perceiver, as they require fast and adaptive
behavioral responses. Proximal vocal threat may imply immi-
nent danger and its processing is thus of high importance for

Received: 16 July 2015; Revised: 16 November 2015; Accepted: 4 January 2016

© The Author (2016). Published by Oxford University Press. For Permissions, please email: journals.permissions@oup.com

793


Deleted Text: <br/>
Deleted Text: while 
Deleted Text: 1
Deleted Text: ;
Deleted Text:  Grandjean
Deleted Text: ,
Deleted Text:  
Deleted Text: etal.
Deleted Text: ,
Deleted Text:  2005; Leitman
Deleted Text: ,
Deleted Text:  
Deleted Text: etal.
Deleted Text: ,
Deleted Text:  2010; 
Deleted Text: Witteman
Deleted Text: ,
Deleted Text:  
Deleted Text: etal.
Deleted Text: ,
Deleted Text:  2012
Deleted Text: ; Sander etal., 2003
http://www.oxfordjournals.org/

794 | Social Cognitive and Affective Neuroscience, 2016, Vol. 11, No. 5

biological survival (McNally and Westbrook, 2006), even though
this topic is rather poorly studied in the literature. In fact, while
the general framework behind emotional processing was
studied in detail, literature on the specific perceptual and neural
decoding of the proximity of relevant vocalizations in terms of
auditory threat has been largely unexplored. The common be-
havioral and neural mechanisms underlying threat distance
were in fact investigated in other sensory modalities such as vi-
sion (Mobbs et al., 2007), but the vocal couternpart of such stud-
ies was surprisingly not investigated.

No study to date investigated the perception of vocal threat in
space using fMRI (functional magnetic resonance imaging) and
the general aim of the present study was thus to reveal the per-
ceptual and neural mechanisms underlying the processing of
proximal (i.e. imminent danger) relative to distal auditory threat
(i.e. potential danger). We asked 14 healthy human listeners to
evaluate the distance of virtually spatialized aggressive and neu-
tral voices while we recorded their brain activity by using fMRI
Using this paradigm, we were able to test our predictions accord-
ing to which the distance of aggressive voices would be more ac-
curately perceived than that of neutral voices. Data from an
additional, independent behavioral control group strengthened
the results from the fMRI group. Regarding neuroimaging data, we
expected enhanced activity in brain regions involved both in
voice- and space-related perception. More specifically, we
hypothesized an involvement of brain regions known for their
perceptual role in emotion and voice processing (the superior part
of the temporal cortex, the amygdala) as well as brain regions
involved in spatial hearing (the lateral/posterior parietal cortex).
Regarding the interaction between emotion and proximity, we
hypothesized a specific involvement of the lateral parietal and su-
perior temporal cortices as the neural mechanisms underlying the
perception of proximal compared with distal aggressive voices.

Materials and methods

Participants, stimuli, task and procedure during the
fMRI experiment

Participants. Fourteen right-handed, healthy, native or highly
proficient French-speaking participants (six male, eight female,
mean age 23.07 years, s.d. 3.95) were included in an fMRI study.
All participants were naive to the experimental design and
study, had normal or corrected-to-normal vision, normal hear-
ing and no history of psychiatric or neurologic incidents.
Participants gave written informed consent for their participa-
tion in accordance with ethical and data security guidelines of
the University of Geneva. The study was approved by the
Ethical Committee of the University of Geneva and was con-
ducted according to the Declaration of Helsinki.

Stimuli. Ten professional actors (five male and five female) pro-
nounced the vowel /a/ in a neutral or an aggressive vocal tone,
leading to 20 stimuli in total (five aggressive and five neutral /a/’s
from the male actors; the same from the female actors). These
stimuli, presented binaurally, were taken from the large and vali-
dated Geneva Multimodal Expression Portrayals (GEMEP) data-
base (Bénziger and Scherer, 2007) and normalized in terms of
mean intensity for each distance across emotions. To ensure a
lateralized and proximal-to-distant stimulus presentation, we
performed a lateralization process by using a semi-individual
head-related transfer function (HRTF) with the Panorama 5 tool-
box implemented in Sony SoundForge software (Sony Creative
Software Inc., Middleton, WI, USA). This convolution takes into

account head size and ear shape and uses fine modulations of
wave amplitude and interaural time difference in order to virtu-
ally spatialize sounds. We thus used slightly delayed interaural
time differences to virtually lateralize the voice stimuli, meaning
that even though the sound was perceived in the left auditory
space, it was actually presented to both ears with a slight delay
to the ear opposite to the space of presentation (the right ear in
this example). This convolution represents the most accurate
and ecologically valid means for matching the physics of real-life
sound spatialization. The azimuthal angle was 20° (10° to the
front and 10° to the back of the ear/head of the participant) and
elevation was kept to ear-plane level, namely to 0°. The use of
HRTFs to create a diotic as opposed to a dichotic stimulus pres-
entation significantly improved ecological validity and took into
account a double dissociation, suggesting that different neural
networks serve the detection ability of auditory space vs that of
the ears (Clarke and Thiran, 2004).

We used nine different HRTFs all implemented in our
Eprime (Psychology Software Tools, Pittsburgh, PA, USA) script;
each participant was first trained on a short demonstration of
the task, including all nine HRTFs. The optimal HRTF among the
nine was selected for each participant according to the accuracy
in evaluating the distance of the presented voices (minimum
75% of correct responses). Stimuli used for the demonstration
were excluded from the distance evaluation task. The 1100-ms
\a\'s were lateralized at four virtual distances (1, 5, 10 and 20m)
in a total of eight locations in the left/right auditory spaces. The
total number of trials for one participant was 384, with 192 ag-
gressive and 192 neutral voices (Emotion factor). Each emotion
was split into four distances (Distance factor), giving a total of
48 trials for each emotion and distance. For each distance, stim-
uli were lateralized either in the left or the right auditory space
(Space laterality factor), leading to 24 trials for each emotion,
distance and space laterality.

Even though a large cohort had already evaluated the audi-
tory stimuli in terms of emotions, we asked participants to
evaluate them at the end of the experiment in order to have a
subjective value with their own judgments (Supplementary
Figures S1 and S2).

Experimental design. The experiment consisted of one session of
~20min during which the spatialized /a/’s were presented bin-
aurally, each at a time, through pneumatic, MR-compatible
headphones (MR confon GmbH, Germany). All stimuli were pre-
sented with the same intensity throughout the experiment,
namely at a 70 dB sound-pressure level. Participants were asked
to respond as quickly and accurately as possible regarding the
evaluation of the distance of the presented voice by a button
press on an MR-compatible response box, without paying atten-
tion to the emotional tone, the direction or the location in space
of the presented stimuli. The four buttons represented the fol-
lowing distances: Button 1 (‘Very close’, corresponding to 1m);
Button 2 (‘Close’, corresponding to 5m); Button 3 (‘Far’, corres-
ponding to 10 m); Button 4 (‘Very far’, corresponding to 20 m).

In an effort to keep the number of trials per condition at a
reasonable level to improve the statistical power and, more im-
portantly, to distinguish between proximal and distal auditory
space, we merged correct trials for ‘Very close’ and ‘Close’ and
for ‘Far’ and ‘Very far’ together, creating the ‘Proximal’ and
‘Distal’ conditions used in the analyses for each emotion cat-
egory. This led us to the following independent (;°=1.07,
P=0.785) conditions: ‘Aggressive proximal’ (mean number of
trials 46.29, s.d. 7.91), ‘Aggressive distal’ (mean number of trials
4471, s.d. 8.33), ‘Neutral proximal’ (mean number of trials 41.14,
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Fig. 1. Experimental design of the neuroimaging distance evaluation task.
Participants were placed in a supine position in the scanner and instructed to
focus on the distance of the auditorily presented prosody stimuli (/a/). They
were instructed to focus on a white central fixation cross displayed via a rear-
mounted projector and viewed through a head coil-mounted mirror. After the
prosody offset, the white crosshair turned light gray, indicating that the partici-
pants had to respond. Auditory stimuli were presented through MR-compatible
pneumatic headphones (MR confon GmbH, Germany). ISI represents inter-
stimulus interval. The white bar of the ‘volumes acquired’ represents the onset
used for the fMRI analyses.

s.d. 6.22) and ‘Neutral distal’ (mean number of trials 37.57, s.d.
12.80). The order of presentation was fully randomized and
stimulus onset was jittered in steps of 1000 ms (2000 * 1000 ms).
The inter-stimulus interval ranged from 4.6 to 7.6 s (Figure 1).

Behavioral data analysis. Following normality estimation, data
were analyzed by using a 2 (emotion) x 2 (distance) x 2 (space
laterality) repeated measures analysis of variance (ANOVA)
with Statistica 12 software (StatSoft Inc., Tulsa, OK, USA).
Additional t-tests were used to follow up significant interaction
effects between the factors. Post hoc correction for multiple com-
parisons was applied by using a Bonferroni correction. Pearson
correlations were used to assess a relation between responses
and reaction times and the threshold was set at P < 0.05.

Temporal voice area functional localizer task. Auditory stimuli con-
sisted of sounds from a variety of sources. Vocal stimuli were
obtained from 47 speakers: 7 babies, 12 adults, 23 children and 5
older adults. Stimuli included 20 blocks of vocal sounds and 20
blocks of non-vocal sounds. Vocal stimuli within a block could
be either speech (33%: words, non-words, foreign language) or
non-speech (67%: laughs, sighs, various onomatopoeia). Non-
vocal stimuli consisted of natural sounds (14%: wind, streams),
animals (29%: cries, gallops), human environment (37%: cars,
telephones, airplanes) or musical instruments (20%: bells, harp,
instrumental orchestra). The paradigm, design and stimuli were
obtained through the Voice Neurocognition Laboratory website
(http://vnl.psy.gla.ac.uk/resources.php). Stimuli were presented
at an intensity that was kept constant throughout the experi-
ment (70 dB sound-pressure level). Participants were instructed
to actively listen to the sounds. The silent inter-block interval
was 8s long.

Image acquisition. Structural and functional brain imaging data
were acquired by using a 3T scanner (Siemens Trio, Erlangen,
Germany) with a 32-channel coil. A magnetization prepared
rapid acquisition gradient echo sequence was used to acquire
high-resolution (1 x 1 x 1mm?) T1-weighted structural images
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(TR=1900ms, TE=2.27ms, TI=900ms). Functional images
were acquired by using a multislice echo planar imaging
sequence (36 transversal slices in descending order, slice
thickness 3.2mm, TR=2100ms, TE=30ms, field of view=
205 x 205mm?, 64 x 64 matrix, flip angle=90°, bandwidth
1562 Hz/Px).

Image analysis. Functional images were analyzed with
Statistical Parametric Mapping software (SPM12, Wellcome
Trust Centre for Neuroimaging, London, UK). Preprocessing
steps included realignment to the first volume of the time ser-
ies, slice timing, normalization into the Montreal Neurological
Institute (MNI) (Collins et al., 1994) space using the DARTEL tool-
box (Ashburner, 2007) and spatial smoothing with an isotropic
Gaussian filter of 8mm full width at half maximum. To remove
low frequency components, we used a high-pass filter with a
cutoff frequency of 128s. Anatomical locations were defined
with a standardized coordinate database (Talairach Client,
http://www talairach.org/client.html) by transforming MNI co-
ordinates to match the Talairach space and transforming it
back into MNI for display purposes.

For the fMRI distance evaluation task, we used a general lin-
ear model including hits only, where each correct trial
(Aggressive proximal: 48.95%, s.d. 8.24; Aggressive distal:
46.87%, s.d. 8.67; Neutral proximal: 42.70%, s.d. 6.48; Neutral dis-
tal: 39.58%, s.d. 13.33; chance level was 25% according to the
four possible response keys corresponding to the four to-be-
evaluated distances) was modeled by using a stick function and
was convolved with the hemodynamic response function.
Events were time-locked to the onset of the voice stimuli.
Separate regressors were created for each experimental condi-
tion and for the mean spectrum energy of each voice stimulus.
Sound energy, a measure of sound pressure, was included as a
parametric modulator on a trial-by-trial basis in our analyses.
An additional regressor included errors and missed trials, as
well as trials with reaction times outside the limits of a 98% con-
fidence interval (these trials were also excluded from the behav-
ioral data analyses). Finally, six motion parameters were
included as regressors of no interest to account for movement
in the data.

The condition regressors were used to compute linear con-
trasts for each participant and were then taken to a second-
level, flexible factorial analysis. The second-level analysis was
performed with a 2x2x2 factorial design with the factors
‘Emotion’ (aggressive, neutral), ‘Distance’ (proximal, distal) and
‘Space laterality’ (left and right spaces). The emotion factor
aimed at uncovering enhanced brain activity for aggressive rela-
tive to neutral trials. As we were mostly interested in brain ac-
tivity between aggressive and neutral trials relative to their
proximal vs distal space, the distance factor was also included
in the design. Finally, to control for any bias related to spatial
lateralization in the left/right auditory space, the space lateral-
ity factor was included in the design. The flexible factorial de-
sign assumed that participants were independent while
conditions (Distance and Space laterality factor) were not.
Finally, variance estimation was set to unequal for both partici-
pants and conditions.

For the temporal voice area localizer session, we used a gen-
eral linear model in which each block was modeled by using a
block function and was convolved with the hemodynamic re-
sponse function, time-locked to the onset of each block.
Separate regressors were created for each condition. Finally, six
motion parameters were included as regressors of no interest to
account for movement in the data. The condition regressors
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Fig. 2. Task design (see Materials and methods), mean perceived distance and reaction times across all participants (N = 14). (a) For each trial, the vowel /a/ spoken in
an aggressive or neutral tone had to be evaluated as very close (1m), close (5m), far (10 m) or very far (20 m). Vocalizations were spatialized at these distances in the left
or right space (right space shown only). (b) Interaction between emotion (aggressive, neutral) and perceived distance (proximal, distal) (F(1,13) = 13.09, P =0.003), with

more accurate evaluation for aggressive vs neutral voices both in the proximal (t(13)

=-1.98, P=0.048) and distal space (t(13)=3.80, P=0.002). (c) Reaction times for the

voice distance evaluation, showing an interaction between emotion and perceived distance (F(1,13)=9.58, P=0.008), with slower reaction times for aggressive compared
with neutral proximal voices (t(13)=2.80, P=0.015). No interaction with auditory space laterality was observed (all Ps>0.05, Supplementary Table S1). Error bars = 1
SEM. *P < 0.05; P < 0.01. Post hoc correction for multiple comparisons was applied to t-statistics by using a Bonferroni correction.

were used to compute linear contrasts for each participant.
These contrasts were then taken to a second-level analysis in
which a one-sample t-test was used to contrast vocal against
non-vocal stimuli.

All neuroimaging activations were thresholded in SPM12
using voxel-wise false discovery rate (FDR) correction at P < 0.05.
To remove single voxels or very small clusters, an arbitrary clus-
ter extent of k>30 voxels was used. All percentage of signal
change analyses (for each peak separately) were performed by
using repeated-measure ANOVAs, and post hoc correction for
multiple comparisons was applied by using a Bonferroni correc-
tion following normality estimation.

Behavioral distance evaluation experiment
Participants

Seventeen right-handed, healthy, native or highly proficient
French-speaking participants (eight male, nine female, mean
age 21.41 years, s.d. 3.76) were included in an independent be-
havioral experiment conducted at the University of Geneva in a
dedicated behavioral testing room. All participants were naive
to the experimental design and study, and they had normal or
corrected-to-normal vision, normal hearing and no history of
psychiatric or neurologic incidents. Participants gave written in-
formed consent for their participation in accordance with eth-
ical and data security guidelines of the University of Geneva.
The study was approved by the Ethical Committee of the
University of Geneva and conducted according to the
Declaration of Helsinki.

Experimental design

Stimuli were identical to those used in the fMRI distance evalu-
ation task. The behavioral distance evaluation experiment con-
sisted of one session of ~20min during which the spatialized
/a/ stimuli were presented binaurally, each at a time, through
headphones (Sennheiser electronic GmbH & Co., KG, Germany).
All stimuli were presented with the same intensity throughout
the experiment, namely at a 70dB sound-pressure level.
Participants had to respond as quickly and accurately as

possible and evaluate the distance of the presented voice by a
button press on a response box, without paying attention to the
emotional tone, direction or location in space of the presented
stimuli. The button mapping and conditions were identical to
those in the fMRI distance evaluation experiment.

Data analysis

Following normality estimation, data were analyzed by using a
2 (emotion) x 2 (distance) x 2 (space laterality) repeated meas-
ures ANOVA with Statistica 12 software (StatSoft Inc., Tulsa, OK,
USA). Additional t-tests were used to follow up significant inter-
action effects within/between the factors. Post hoc correction for
multiple comparisons was applied by using a Bonferroni correc-
tion. Pearson correlations were used to assess a relation be-
tween responses and reaction times, and the threshold was set
at P <0.05.

Results

Behavioral data of the fMRI experiment

A 2x2x2 repeated measures ANOVA was performed on dis-
tance evaluation (accuracy) data with factors emotion (aggres-
sive, neutral), distance (proximal, distal) and space laterality
(left, right auditory space). While the main effect of emotion
(F(1,13)=7.80, P=0.015), distance (F(1,13)=2464.9, P=0.000001)
and their interaction (F(1,13)=13.09, P=0.003) were significant
with more accurate evaluation for aggressive vs neutral voices
both in the proximal (t(13)=-1.98, P=0.048) and distal space
(t(13)=3.80, P=0.002), the triple interaction between emotion,
distance and space laterality was not (F(1,13)=0.332, P=0.574)
(Figure 2B and Supplementary Table S1).

Due to the relatively small sample size (N = 14) of our experi-
mental fMRI group, we decided to conduct the same study in an
independent behavioral experiment including 17 participants,
age-matched to the fMRI group. The analyses were performed
using a similar 2 x 2 x 2 repeated measures ANOVA. The main
result of the fMRI group study was the significant interaction
between emotion and distance, and we found this significant
interaction in our behavioral experiment group as well
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Table 1. Mean cluster location and local maxima of BOLD signal change for aggressive compared with neutral voices in the fMRI distance

evaluation task (P < 0.05, FDR corrected)

MNI

Region name (Brodmann area) Left/Right Z score X y z Size (voxels)
Insula (13) L 7.18 —36 —34 18 1782

Inferior parietal lobule (40) L 5.53 -50 -36 24

Superior temporal gyrus (22) L 4.09 —48 6 -8
Superior temporal gyrus (41) R 5.80 42 -30 14 1067

Superior temporal gyrus (42) R 5.69 66 -30 16

Superior temporal gyrus (22) R 4.67 68 -34 10
Inferior temporal gyrus (20) R 4.20 44 -6 -26 41
Thalamus L 3.89 —6 -14 2 37
Thalamus R 3.80 10 —28 -4 48
Pulvinar L 3.67 —6 -30 -2 75
Amygdala R 3.54 24 -4 -20 30

(F(1,16)=11.48, P=0.003). Again, distance evaluation was more
accurate for aggressive compared with neutral proximal
(t(16) = —1.99, P=0.045) and for aggressive compared with neu-
tral distal voices (t(16) =4.66, P=0.0003), without any interaction
between emotion, distance and space laterality (F(1,16)=1.39,
P =0.254) (Supplementary Figure S3a and Table S1).

Reaction times for the fMRI, voice distance evaluation task
were also analyzed using a 2 x 2 x 2 repeated measures ANOVA
with factors emotion x distance x space laterality. Emotion and
distance did not reveal any significant main effect (F(1,13)=1.10,
P=0.312 and F(1,13)=1.85, P=0.196, respectively) but the inter-
action between these factors was significant (F(1,13)=9.58,
P =0.008). In fact, slower reaction times for aggressive compared
with neutral proximal voices (t(13)=2.80, P=0.015) were found
to drive this interaction between emotion and distance
(Figure 2C). No triple interaction with auditory space laterality
was observed (F(1,13)=3.97, P =0.078; Supplementary Table S1).

Regarding the independent behavioral experiment group, re-
action times results were again similar to the fMRI group, with
no main effect of emotion (F(1,16)=0.016, P=0.899) or distance
(F(1,16)=0.527, P=0.478), but a significant interaction between
these factors (F(1,16)=7.06, P=0.017). This interaction showed
faster reaction times for aggressive distal than for neutral distal
voices (t(16)=-2.34, P=0.033) (Supplementary Figure S3b).
Again, no triple interaction with auditory space laterality was
observed (F(1,16)=0.32, P=0.860; Supplementary Table S1).

We finally computed Pearson correlations for both groups
separately between accuracy and reaction times, but found no
significant relation between the two measures (all Ps > 0.05).

Functional data

Regarding blood-oxygen-level dependent (BOLD) measures and
related neural activity, we contrasted correctly evaluated aggres-
sive as opposed to neutral voices, across all distances/space lat-
erality. This contrast yielded to enhanced BOLD signal in large
portions of the STG, bilaterally as well as in subcortical regions
such as the thalamus and the amygdala (Figure 1A and C and
Table 1 and Supplementary Figure S4). While these brain areas
exhibited enhanced activity for the emotion factor, only some of
them showed a significantly enhanced response to proximal as
compared with distal voices (distance factor, Figure 3D and Table
2), such as the left insula (MNI xyz —36 —34 18; proximal > distal:
t(13)=6.37, P=0.00002) and inferior parietal lobule (IPL) (MNI xyz
—50 —30 24; proximal > distal: t(13)=2.50, P=0.026) and several
subregions of the superior part of the right temporal gyrus

(Proximal > distal: MNI xyz 42 —30 14, t(13)=6.08, P = 0.00004; MNI
xyz 66 —30 16, t(13)=3.90, P = 0.0018; MNI xyz 68 —34 10, t(13)=2.88,
P =0.013). Using the present paradigm, we were specifically inter-
ested in brain regions showing an interaction between emotion
and distance. By quantifying the BOLD signal change in the peaks
of brain areas found in the aggressive >neutral contrast, we
found an interaction effect for aggressive vs neutral and proximal
vs distal voices only in the right mid-STG (MNI xyz 66 —30 16;
F(1,13)=6.134, P=0.036) (Figure 3A and Table 3). More specific-
ally, signal extraction in the right mid-STG showed stronger acti-
vation for aggressive proximal than aggressive distal voices
(t(13) =3.40, P=0.005) and the same effect was observed for neu-
tral voices (t(13)=3.25, P=0.006). As mentioned, the full inter-
action was significant in this region (F(1,13)=6.134, P=0.036),
and it also showed stronger activation for aggressive proximal
compared with neutral proximal (t(13) =4.86, P=0.0003) and for
aggressive distal compared with neutral distal voices (t(13) = 3.28,
P =0.006). It should be noted here that these BOLD increases are
independent of the energy differences of auditory signals across
our experimental manipulations as we used these measures as
regressors of non-interest in our design.

Interestingly, this right mid-STG region [MNI xyz 66 -30 16]
was located in the voice-sensitive auditory cortex (Figure 3A,
Supplementary Figure S5 and Table S2). This result further ex-
tends the role attributed so far to voice-sensitive areas and
sheds new light on a subpart of the right mid temporal voice-
sensitive areas as a crucial hub for processing proximal relative
to distal aggressive voices.

Discussion

The study of threat distance is relatively underrepresented in the
human auditory literature, even though the underlying biological
and psychological mechanisms of this system directly impact on
our species’ survival. The aim of this study was hence to shed
new light on the underpinnings of vocal threat perception in a
spatial hearing paradigm involving a fine-tuned convolution to
create virtually spatialized stimuli. We found a crucial involve-
ment of a subpart of the right mid voice-sensitive cortex in accur-
ately perceiving proximal as opposed to distal vocal threat. This
neural mechanism underlied a distance evaluation advantage
for aggressive over neutral vocal signals, further strengthening
the abovementioned argument according to which vocal threat
is a fundamental vector of biological relevance.

In the present paradigm, the evaluation of voice distance
highlighted a higher accuracy for aggressive as compared with
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Fig. 3. Neural effects of aggressive relative to neutral voices for correctly evaluated distance. (a and c) Stronger activations for aggressive compared with neutral voices
across all distances. The black outline represents voice-sensitive areas (Supplementary Figure S5 and Table S2). (b) Signal extraction in the right mid-STG (R mid-STG)
[MNI xyz: 66 —30 16], showing stronger activations for proximal compared with distal (Aggressive voices: t(13) = 3.40, P =0.005; Neutral voices: t(13) =3.25, P=0.006) and
for aggressive proximal (Agg prox) and distal (Agg dist) compared with neutral proximal (Neu prox) and distal (Neu dist) voices (Agg prox >Neu prox: t(13)=4.86,
P=0.0003; Agg dist > Neu dist: t(13)=3.28, P=0.006). (d) Signal in the left IPL (L IPL) [MNI xyz: —50 —30 24], showing a stronger activation decrease for distal than for prox-
imal voices. No region showed an interaction with auditory space laterality (all Ps > 0.05, Supplementary Table S1). Activations are thresholded at P <0.05 (FDR cor-
rected, voxel-wise) with k > 30 voxels. Error bars + 1 SEM. *P < 0.05; *P < 0.01; **P < 0.001. Post hoc correction for multiple comparisons was applied to t-statistics by using
a Bonferroni correction.

Table 2. Significant effect of distance (proximal, distal) in the regions obtained by contrasting aggressive with neutral voices in the fMRI dis-
tance evaluation task (P < 0.05, FDR corrected).

MNI
Region name (Brodmann area) X y z Statistical effect of distance
Insula (13) -36 —34 18 F(1,13) =40.63 , P =0.00001
Inferior parietal lobule (40) -50 -36 24 F(1,13)=6.25,P=0.026
Superior temporal gyrus (42) 42 -30 14 F(1,13)=32.93, P =0.00004
Superior temporal gyrus (22) 66 -30 16 F(1,13)=15.19,P=0.001
Superior temporal gyrus (22) 68 —34 10 F(1,13)=8.278 ,P=0.013

neutral stimuli and this result was found in both the fMRI group
and the behavioral control experiment group. Reaction time
data emphasized an attentional capture effect only in the prox-
imal space showing a difficulty to disengage from aggressive
voices, while facilitation was observed in the distal space. This
result is in line with observations according to which

aggressive/angry vocal signals take more time to be processed
with regard to the cognitive appraisal model of emotion
(Scherer, 1999) but shows that it can be more specific to prox-
imal than distal space, reflecting the imminence of danger
when the event is near the perceiver. Again, it also emphasizes
the impact of threat in the perception of vocal signals. These
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Table 3. Interaction between emotion (aggressive, neutral) and distance (proximal, distal) factors in the regions obtained by contrasting aggres-
sive with neutral voices in the fMRI distance evaluation task (P < 0.05, FDR corrected)

MNI
Region name (Brodmann area) X y z Statistical interaction (emotion x distance)
Insula (13) -36 —34 18 F(1,13) =0.039, P=0.847
Inferior parietal lobule (40) -50 -36 24 F(1,13) =0.396, P=0.540
Superior temporal gyrus (22) —48 6 -8 F(1,13) =1.600, P=0.228
Superior temporal gyrus (41) 42 -30 14 F(1,13)=0.129,P=0.725
Superior temporal gyrus (42) 66 -30 16 F(1,13)=6.134, P=0.036
Superior temporal gyrus (22) 68 -34 10 F(1,13)=0.013, P=0.908
Inferior temporal gyrus (20) 44 -6 -26 F(1,13)=1.513,P=0.241
Thalamus —6 -14 2 F(1,13)=1.424,P=0.254
Thalamus 10 —28 —4 F(1,13)=0.571,P=0.463
Pulvinar —6 -30 -2 F(1,13)=0.103,P=0.753
Amygdala 24 —4 -20 F(1,13)=0.434, P=0.522

results are also coherent with, and at the same time interest-
ingly differ from behavioral studies on distance perception. In
fact, while proximal stimuli were shown to be evaluated more
accurately than distal stimuli (Little et al., 1992), our results em-
phasize the accurate evaluation of distance for aggressive voi-
ces in both proximal/distal spaces. One interpretation would be
that voices have a more complex structure than the tones used
by Little et al. (1992), and their intrinsic value also involves a
higher biological relevance notably for aggressive voices. This
biological relevance aspect could explain the accurate percep-
tion of vocal threat in the auditory space as compared with neu-
tral voices or tones. However, pitch, frequency and loudness
were shown to greatly impact on the perceived urgency of a
sound and one cannot exclude that low level acoustic cues
would partly account for the observed advantage of aggressive
over neutral stimuli notably due to their acoustical differences
(Haas and Edworthy, 1996). Such effects can thus be partly con-
founded in our results, even though loudness was constant
across participants and conditions, and intensity was also nor-
malized for our voice stimuli. One should also take into account
the setup used in this study. In fact, participants had to expli-
citly evaluate the voice’s perceptual distance; hence it is not im-
possible that our results would significantly change in a more
natural context where no auditory evaluation is expected.
Moreover, in a situation where someone is whispering while
very near or shouting while very far away from the listener,
other cues and other mechanisms would allow us to distinguish
between distance and salience (Philbeck and Mershon, 2002), as
intensity evaluation alone would not be sufficient in order to ac-
curately localize these events. Our results and paradigm cannot
exhaustively account for these crucial aspects and more studies
need to be conducted in order to disentangle this matter, not-
ably by the use of carefully selected auditory vocal/non-vocal
and unvoiced stimuli with varying distance and intensity.
Another interesting body of literature investigated the effect
of size-changing stimuli, such as looming in the visual domain
and motion in the auditory domain. While looming refers to a
fast increase in the size of a visual stimulus on the retina, audi-
tory motion is created by the appearance of approaching vs
receding sounds. Both looming and auditory motion (more spe-
cifically in the case of approaching stimuli) were shown to cap-
ture the perceiver’s attention, a result interpreted as beneficial
for the processing of urgent, approaching behavioral events
(Haas and Edworthy, 1996; Gabbiani et al., 2002; Franconeri and
Simons, 2003; Tajadura-Jiménez et al., 2010). These results

further highlighted the sense of warning implicitly conveyed by
looming sounds (Bach et al.,, 2009) and such intensity-varying
stimuli were shown to enhance activity in temporal brain re-
gions such as the superior temporal sulcus and middle temporal
gyri (Seifritz et al., 2002). In the light of these previous results,
the biological relevance of our aggressive voice stimuli would be
additive to the inherent salience of closer or approaching audi-
tory stimuli for correct distance evaluation. In-line with this in-
terpretation, a mechanism of overestimation of intensity
change, namely approaching sounds estimated as closer than
their actual distance, was also observed and proposed as a
mechanism underlying the expectancy of an event coming
from a spatial source, hence leading to an advantage in detect-
ing and reacting to such events (Neuhoff, 2010). The use of ap-
proaching vs receding voices in addition to static voice stimuli
could elegantly address this point in order to distinguish be-
tween distance and motion in vocal threat perception. In add-
ition, moving voices would more accurately represent our
everyday vocal experience as generally people are not static
when speaking. Finally, visual input was also shown to bias
auditory motion and this manipulation could also be interesting
to uncover an influence of multimodal stimulation on space
perception in the context of voice processing (Kitagawa and
Ichihara, 2002).

Regarding neuroimaging data, we should consider statistical
thresholding as a major filter of our findings, because we used
multiple-comparison correction with FDR at 0.05. In fact, using
this threshold is less conservative than family wise error and
we cannot exclude that 5% of activated voxels are actually
false-positives, while using a cluster size of k > 30 should never-
theless slightly decrease this percentage value. That being said,
our results emphasize the involvement of the bilateral superior
temporal and lateral parietal cortex in processing virtually
spatialized aggressive as opposed to neutral voices.
Abovementioned regions are part of the planum temporale, a
broad region repeatedly shown to play a fundamental role in all
types of acoustical processing including tone and voice percep-
tion, in standard as well as in more specific spatial hearing
paradigms (Griffiths and Warren, 2002). The superior temporal
regions we observed in our study also overlap with the temporal
voice areas (Belin et al., 2000), the emotional voice areas (Ethofer
et al., 2011) and with temporal regions specifically responding to
angry as opposed to neutral voices (Grandjean et al., 2005).
Amygdala activity is also in-line with literature on emotion pro-
cessing using both visual (Vuilleumier et al., 2004) and auditory,
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vocal stimuli (Sander et al., 2003). The spatial nature of our con-
volved voice stimuli did also recruit the IPL, a region that can be
seen as the core area underlying spatial hearing (Griffiths and
Warren, 2002; Lewald et al., 2002; At et al., 2011) and auditory at-
tention in humans (Shomstein and Yantis, 2006). The left insula
and IPL as well as several right STG regions we obtained showed
a specific effect of distance. Such result is coherent with the
role of the temporal and critically, the lateral parietal cortex in
spatial hearing. In fact, the posterior/lateral parietal cortex was
shown to underlie spatial location processing in primates
(Bremmer et al., 2001) and humans (Andersen et al., 1985), in
addition to coding intention (Andersen, 1995; Snyder et al., 1997;
Andersen and Buneo, 2002) and attentional processes such as
spatial orienting (Corbetta et al., 2000; Buschman and Miller,
2007) and auditory spatial attention (Kong et al., 2014). However,
the result concerning the STG regions improves our under-
standing of the role of subregions of the voice-sensitive cortex
in processing proximal as opposed to distal voices. More specif-
ically, it highlights the role of these auditory regions in the per-
ception and processing of proximal/distal voices and extends
the ability of temporal voice areas to process spatial vocal
events. This result also interestingly adds up to the neuropsy-
chological literature on auditory space processing in which it
was shown that different mechanisms and underlying brain
areas were recruited in the ‘where’ and ‘what’ auditory path-
ways (Clarke et al., 2002; Thiran and Clarke, 2003). The present
results somehow lack an involvement of the inferior frontal cor-
tex (IFC) that was shown to process emotional voices as well as
spatial aspects of voices. In fact, while the IFG was shown to re-
spond to emotional vocalizations such as emotional prosody
(Fruhholz and Grandjean, 2013b), its involvement in processing
spatial information was more specifically related to spatial
(Courtney et al., 1998) and non-spatial memory in the visual
(Bushara et al., 1999) and auditory domain (Alain et al., 2008).
Future work on the role of the IFG in coding auditory spatial
events have yet to be performed together with an investigation
of the link between spatial processing and spatial memory, be-
cause these processes were mainly studied separately in the lit-
erature. The lack of a memory-related or of a higher level of
vocal processing in the present task may also account for this
absence of an involvement of the IFC in our results.

Most importantly, we observed a clear dissociation between
abovementioned brain regions and the right mid-STG. This
finding is of high importance since to the best of our knowledge,
we show for the first time that the right mid-STG is able to re-
spond specifically to the concurrent emotional tone and prox-
imity of vocal signals, literally exhibiting enhanced activity for
proximal aggressive voices as opposed to distal or neutral voi-
ces. While the right STG was already shown to be involved in
spatial hearing by the use of transcranial magnetic stimulation
(Lewald et al., 2004) and in processing angry voices even when
not in the focus of attention (Grandjean et al., 2005), its involve-
ment in emotional, vocal spatial hearing was never reported be-
fore. As mentioned earlier, this result could be interpreted in
terms of low level auditory cues such as pitch, frequency or in-
tensity triggering urgency (Haas and Edworthy, 1996) and activ-
ity in the right temporal cortex, as this region extends to the
primary auditory cortex that is highly involved in low level
acoustic cues processing (Kaas and Hackett, 2000; Schirmer and
Kotz, 2006). However, knowing that across stimuli intensity was
normalized, loudness constant (70 dB) and intensity-related en-
ergy used as a regressor of non-interest in our design, we think
it is fair to interpret this result as a dynamic neural processing
resulting from higher level, emotion- and distance-related
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perceptual mechanisms. In fact, the spatial convolution of our
voice stimuli uses a fine-tuned algorithm impacting mostly on
interaural time difference, a procedure that mimics the statis-
tics and physics of real-life auditory events (Wightman and
Kistler, 1992) and we thus assume that low level cues such as in-
tensity have less impact on our results than emotion or distance
per se. Finally, we should take into account that auditory threat
is not expressed exclusively by aggressive/angry voices and the
impact of fearful vocal expressions should be studied in a de-
tailed spatial paradigm as well. A further comparison of ap-
proach and escape behaviors in the proximal and distal space
could also be investigated in this context, potentially leading to
a more general understanding of the perceptual influence vocal
threat can exhibit on behavior.

Conclusion

Taken together, the present results emphasize the involvement
of a network of brain regions comprising temporal, parietal and
subcortical brain regions as an underlying cerebral mechanism
in processing, perceiving and correctly evaluating proximal and
distal vocal signals. Our results further highlight the crucial role
of the right mid-STG in processing and potentially reacting to
imminent danger signaled by proximal vocal threat. Finally,
this study emphasizes the biological relevance of aggressive
voices for humans, especially when these vocal signals of threat
are relatively close to the perceiver and can thus negatively im-
pact on the species’ survival.

Supplementary data

Supplementary data are available at SCAN online.
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