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measurement of liquid films, one may distinguish five dif-
ferent working principles listed in Table 1 (an extended 
version of the Collier and Hewitt’s scheme (Clark 2002a).

In terms of thickness range, there is no physical but prac-
tical limitations for the methods a to f where the minimal 
and maximal measurable thicknesses depend on the sizing 
of the experimental setup and the accuracy of the detection. 
The methods g to o show a limitation due to increasing 
attenuation in the media with the thickness. Interferometry 
and pulse-echo have a lower limit which is proportional to 
the wavelength. Only interferometry shows an upper limit 
which is associated with a multiple of the wavelength.

Few methods were applied for the spatial measurement 
of the film thickness. A conductance technique with mul-
tiple electrodes was introduced by Belt et al. (2007, 2010). 
A similar technique was used by da Silva et al. for mapping 
gravity-driven mixing processes in a pool (da Silva et al. 
2007) and for the detection of the gas–liquid interface in a 
hydraulic coupling; a hydrodynamic device used to trans-
mit rotating mechanical power (da Silva et al. 2008). Dam-
sohn and Prasser (2009) developed an electrical liquid film 
sensor (LFS) with an improved spatial resolution compared 
with Belt et al. and Silva et al. The LFS has been exten-
sively used for the study of annular flows, which are char-
acterized by the presence of a liquid film, driven by a gas 
flow, progressing on the inner wall of a channel. The sensor 
is mounted flush to the surface and is thus non-intrusive as 
long as the liquid film covers the surface completely. The 
formation and propagation of contact lines on partially wet-
ted surfaces, however, may be affected by the wettability 
of conducting electrodes and insulating areas. In the case 
of capacitance probes, such as those discussed by Ambro-
sini et al. (2002), both electrodes and insulating areas can 
be covered with the same material as for the entire surface, 
which eliminates this deficiency.

Abstract We have developed an optical technique for 
the two-dimensional mapping of water film thickness. The 
technique is based on infrared light absorption. A near-
infrared camera is used to capture the radiation returning 
from a surface illuminated by a halogen lamp. The attenu-
ation of the back-scattered radiation is used as a measure 
for the thickness of the water film covering the surface. 
The method was calibrated using well-defined liquid films 
between a glass plate and the surface. Series of instanta-
neous, two-dimensional thickness profiles of wavy turbu-
lent free-falling films along a vertical wall were measured 
at a frame rate of 200 Hz. The evolution of complex flow 
patterns with three-dimensional instabilities such as long 
waves and capillary waves was observed under isothermal 
conditions. For the validation of the method, simultaneous 
independent measurements were taken together with an 
electrical high-speed liquid film sensor.

1 Introduction

Measurement of the liquid film thickness has been an 
important topic in the area of two-phase flows. Water 
films are present in many industrial processes where their 
understanding is of relevance regarding process optimiza-
tion and safety evaluation (de la Rosa et al. 2009; Ander-
son et al. 1998; Malet et al. 2005; Doniec 1988; Ambrosini 
et al. 2002; Huang and Cheng 2014). Among the numer-
ous experimental methods allowing for the thickness 
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Both conductance and capacitance methods show a 
mutual dependence between the measurable thickness 
range and the spatial resolution. This dependence is attrib-
uted to the geometry of the electrical field covering the vol-
ume of interest where two-phase flow is observed. Kang 
and Kim (1992) found that a flush-wire probe offers higher 
spatial resolution for an extended thickness range at the 
cost of an intrusive wire inserted into the film.

Optical techniques such as luminescence and light 
absorption in the visible range require the doping of the liq-
uid film with agents necessary for the appropriate contrast 
(Clark 2002a; Alekseenko et al. 2008; Clegg 1969). Addi-
tives may turn out to be surface-active substances, affect-
ing the surface wettability by changing the contact angle. 
In a similar way, the application of seeding particles is also 
problematic. Light emission through fluorescence or light 
scattering such as Rayleigh or Raman scattering (Greszik 
et al. 2011) with pure water shows very weak intensities 
for a given illumination strength and is thus not practical. 
Interferometry of light emitted through blackbody radiation 
was exploited by Dumin (1967) to measure the thickness of 
a growing silicon layer on a sapphire substrate. In this case, 
the high temperature of the process (1100 °C) provides suf-
ficient thermal radiation for detection in a spectral band 
ranging from 1.7 to 2.7 µm.

Ultra-fast X-ray radiography and tomography (Hampel 
et al. 2005; Fischer and Hampel 2010) were used to per-
form time-resolved two-phase flow measurements [up to 

10 kfps with a spatial resolution of 1 mm (Bieberle et al. 
2010)], but it fails when the test section is made of absor-
bent materials. Also, X-ray measurements require good 
accessibility for the radiation source placed in the vicinity 
of the test section. Imaging with thermal and in particular 
cold neutrons is highly sensitive to water thanks to the high 
attenuation, by elastic scattering and radiative capture, of 
the hydrogen atom. However, measurements are often lim-
ited by relatively low neutron fluxes which result in a time 
resolution of a few Hz in the best cases. Also, the genera-
tion of strong neutron beams requires large-scale facili-
ties (Kickhofel et al. 2011).

Ultrasonic pulse-echo techniques were investigated by 
Kamei and Serizawa (1998) for a fuel rod geometry and 
by Chen et al. (2005) for a planar geometry with conden-
sation. Kamei performed spatial ultrasonic measurements 
of the liquid film thickness on the surface of a fuel rod 
simulator. In a nuclear boiling water reactor, the coolant 
flows along cylindrical fuel rods and continuously evap-
orates while the flow structure approaches the regime 
of annular flow. Measurements of the film thickness in 
this flow regime were taken in a scanning mode with 40 
measuring positions and a frame rate of 250 fps. Chen 
used eight transducers in parallel for a measuring fre-
quency of up to 30 Hz. Despite the fact that ultrasounds 
are non-intrusive, their relatively large wavelength limits 
the measurement accuracy for thin films to the order of 
a few hundred micrometers. The main drawbacks are the 

Table 1  Working principles and an extended version of the Collier and Hewitt’s scheme of film thickness measurement techniques [adapted 
from Clark (2002a), Damsohn and Prasser (2009)]

Working principle Method Collier and Hewitt classification

Average Local Point Spatial

Mechanical (a) Extraction/weighting ✓
Electrical (b) Needle contact probe ✓ ✓

(c) Conductance ✓ ✓ ✓ ✓
(d) Capacitance ✓ ✓

Photon (e) Shadow ✓
(f) Confocal/laser focus displacement ✓
(g) Optical fiber ✓
(h) Visible light absorption ✓ ✓
(i) X-ray absorption ✓ ✓
(j) Luminescence ✓ ✓
(k) Laser scattering ✓
(l) Interferometry ✓
(m) Total internal reflection ✓

Neutron (n) Neutron absorption ✓ ✓
Ultrasound (o) Pulse-echo ✓ ✓
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limited spatial resolution when using multiple transduc-
ers and receivers for 2D imaging and combining high time 
resolution with a large number of measuring points in the 
scanning mode.

With regard to light attenuation, liquid water has a com-
plex absorption spectrum which shows strong variation in 
the infrared as pictured in Fig. 1. This allows optimizing 
the attenuation for a desired film thickness range by pick-
ing a suitable wavelength. Brissinger et al. (2014) used a 
laser beam centered at 1638 nm to follow the film thickness 
evolution of a free-falling film on a ZnSe window. Corkill 
et al. (1963) measured the water content of black foam films 
(‘black films’ are liquid films stabilized by a surfactant, 
which have a thickness smaller than the wavelength of vis-
ible light, which renders them invisible) by observing a beam 
attenuation at 2930 nm where an absorption maximum for 
water is found. Debrégeas et al. (1995) reported the thicken-
ing of viscous bursting freely suspended films by measuring 
the attenuation of a 0.5-mm-diameter infrared beam. Numer-
ous similar measurements can be found elsewhere (Yang 
et al. 2010, 2011; Wittig et al. 1992; Sattelmayer 1987) 
where windows were made of glass or quartz. In each case, 
different wavelengths have been investigated to achieve an 
adequate absorption coefficient according to the thickness 
range under investigation. All the mentioned applications 
were local transmission measurements in a single sensitive 
region defined by the applied light beam.

Water exhibits very low attenuation in the visible 
wavelengths. A film thickness measurement by attenua-
tion in the visible requires the addition of a water-soluble 
dye to enhance the film absorption. This was first used for 
a 2D thickness mapping of a liquid film on a glass plate 
by Clegg (1969) with photographic plates and three dec-
ades later by Clark (2002b) with a digital camera. Both 

authors report the use of a light diffuser placed between 
the light source and the film with the camera placed on 
the opposite side such that light passes through the trans-
parent wall.

Our contribution consists in combining 2D camera 
imaging with the application of near-infrared (NIR) light in 
a narrow wavelength band for a time-resolved water film 
thickness mapping on a non-transparent wall by taking 
advantage of the diffuse reflection of the wall surface. The 
light source and camera are located next to each other on 
the same side of the observed surface. For the validation of 
the method, simultaneous independent measurements were 
taken together with the LFS of Damsohn et al.

2  Working principle

2.1  Measuring setup

Figure 2 shows a schematic of the measuring setup with 
the light source, the water film on the surface of a diffusely 
reflecting, non-transparent wall and the NIR camera. Each 
pixel of the camera sensor corresponds to one optical path 
carrying information related to a location in a 2D measur-
ing domain on the observed surface. The photons are emitted 
from the light source and directed toward the camera’s field 
of view (FOV) on the surface. A narrowband filter selects 
photons of the chosen wavelength. The filter can be placed 
either in front of the light source or in front of the camera. 
The light that is recorded by the camera passes twice through 
the water film. Therefore, the attenuation corresponds to the 
absorption of twice the thickness of the water film. Reflection 
and refraction occurring on the liquid surface at the interface 
between the liquid and air must be taken into account when 
interpreting the intensity recorded by the camera.

We selected a wavelength of 1612 nm corresponding to 
an absorption coefficient of 7.2 cm−1 @ 22 °C (Kou et al. 
1993). This guarantees a minimum transmission of about 

Fig. 1  Optical properties of liquid water (top) and water vapor (bot-
tom), from Segelstein (1981), The HITRAN 2012 (2013)

Fig. 2  Scheme of the measurement principle
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5 % in case of a maximum film thickness of 2 mm (Ambro-
sini et al. 2002; Ozler Emrah Talip 2007), which was cho-
sen as the upper limit of the measuring range. As shown in 
Fig. 1, the selected wavelength corresponds to a minimum 
of absorption in the steam phase such that transmission 
losses in air due to the presence of humidity are minimized. 
For liquid water at room temperature, blackbody radiation 
in the NIR is too weak to be detected and does thus not 
interfere with the film thickness measurement.

Most absorption methods rely on unidirectional light 
transmission through a film on a transparent wall or 
through a free liquid film. We propose instead to illumi-
nate a wall from the wetted side and measure the reflected 
intensity. In this way, a water film on an opaque wall can be 
studied. The wall could therefore be covered with different 
non-transparent coatings. The method is best suited for sur-
faces with a diffuse reflection.

2.2  Signal processing

The light intensity recorded by a single pixel of the infrared 
camera is converted into a local instantaneous water film 
thickness using the assumption of a planar film on a sur-
face that is perpendicular to both the incoming light beam 
and the optical axis of the camera. Since the light traverses 
twice through the film, Beer–Lambert law connects the 
measured intensity I and thickness x as follows:

Here, I0 is a reference intensity valid for a film thick-
ness converging to zero, and µ is the attenuation coefficient 
of water in the wavelength range selected by the narrow-
band filter. Both I0 and µ are determined by calibration. The 
value of I0 includes the reflective properties of the surface 
as well as contributions to the attenuation by partial reflec-
tion from the air–water interface.

From the literature (Twomey et al. 1986; Xu et al. 
2003; Wolff 1994), it is known that dry and wet sur-
faces have different reflective properties. The constant 
factor, I0, in Eq. (1) has to correspond to the case of a 
wet surface. We introduce the correction factor Kdry in 
order to relate the intensity of the radiation received by 
the camera from a wet surface covered by a very thin 
liquid film to the intensity returning from a dry surface 
such that,

The intensity Idry can be directly measured during cali-
bration, while I0 has to be obtained by fitting intensities 
measured at different liquid film thickness values, using 
Beer–Lambert’s law. A detailed derivation of the signal 
processing is given in Appendix 2.

(1)I = I0 · exp (−2µx)

(2)Kdry =
I0

Idry

3  Experimental setup

3.1  Camera and lens specifications

A FLIR (forward looking infrared) SC2500 NIR camera 
was used for the purpose of this work. The model features 
a 256 × 320 pixels InGaAs detector array sensitive to a 
spectral band ranging from 900 to 1700 nm with a peak 
quantum efficiency ηQ,max above 70 % at 1500 nm. With a 
pixel pitch of 30 μm and a fill factor equal to 100 %, the 
detector size is equal to 9.60 × 7.68 mm. The camera is 
capable of acquiring images at rates up to 340 fps for full 
frame and up to 15 kfps when windowing (128 × 8 pix-
els) is applied. A minimum integration time of 400 ns is 
achievable. The analog-to-digital converter provides 14-bit 
output data ensuring good counting statistics. With this 
type of detector, nonlinear correction of the signal is not 
required. The camera’s lens has a focal length f = 50 mm 
and a relative aperture f/2. The imaging setup delivers a 
FOV of approximately 153.6 mm × 192 mm and a pro-
jected pixel size of approximately 0.6 mm/pixel when 
placed at 1 m from the object. Between the lens and the 
detector, a slot mounted on the camera allows for the 
insertion of spectral filters made necessary due to the poly-
chromatic light source. For the purpose of thin film meas-
urements, a narrowband filter centered at 1612 nm with a 
bandwidth of 32 nm was used.

3.2  Optical assembly with a light source

Two options for the light source were compared: (1) 
pulsed infrared laser diodes and (2) a halogen lamp com-
bined with a narrowband filter. The halogen source com-
bined with the light projection system, as described 
in Fig. 3, was chosen because of the higher output. The 
halogen bulb emits blackbody radiation characterized by 
a broad emission spectrum. Thus, the intensity loss due to 
the narrowband filter is significant. Further losses occur-
ring during the collection of light and its projection on the 
wall were considered. Approximately, the filter reduces 
the total intensity by a factor of 100, and another reduc-
tion factor of 10 is attributed to the collection efficiently of 

Fig. 3  Scheme of the light source with optical elements
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the light projection system. Finally, the required electrical 
power for sufficient illumination was found to be on the 
order of 100 W. Details of the above estimations are given 
in Appendix 1. We used an industrial halogen bulb with a 
maximum power of 1000 W, and a color temperature of 
3200 K when 220 V is supplied. We lowered the applied 
voltage to optimize the light output and to lower the color 
temperature such that the maximum of the Planck spec-
trum is shifted closer to the detection band. For the meas-
urements on the gold-covered surface of the LFS described 
below, a voltage of 40 V corresponding to a power of 66 W 
was necessary to obtain between 80 and 90 % of detec-
tor saturation when imaging the dry surface, which con-
firms the order of magnitude predicted by the calculation 
in Appendix 1. According to Wien’s displacement law, the 
corresponding emission maximum of the bulb at this volt-
age and power is at 1787 nm, which is close to the band-
pass of the filter.

Figure 3 shows a schematic of the alignment of the 
main optical components used in the light projection sys-
tem. N-BK7 lenses and a protected aluminum mirror were 
used for their good transmission and reflection values, 
respectively.

A spherical mirror and an aspherical condenser lens 
placed on opposite sides of the bulb collect the light. A 
diaphragm acts as a second means of light output con-
trol. Behind the virtual image, a spherical projection lens 
conditions the beam to ensure a homogenous illumination 
with the desired opening angle. It is difficult to arrange 
light source and camera exactly on the same optical axis. 
This would require coupling of forward and backward 
beams by a semitransparent mirror, an idea which was 
abandoned for practical reasons. In our case, lamp and 
camera are placed closely side by side as shown in Fig. 4. 
The distance between the centers of the two front lenses is 
95 mm.

4  Test procedure

4.1  Validation with the liquid film sensor

An independent validation of the NIR film thickness map-
ping was carried out by comparison with the electrical 
LFS described in (Damsohn and Prasser 2009). The sen-
sor consists of a two-dimensional matrix of electrodes with 
a pitch of 2 mm in both directions. The LFS is built on a 
flat printed circuit board where transmitting and receiv-
ing electrodes are mounted flush to the surface. The sen-
sor plate formed the wall surface in the experiments. It was 
placed vertically in front of the optical system at a distance 
of about 1 m from the camera. The electrical sensor meas-
ures the film thickness in a range of up to 800 μm on a 
matrix of 16 points horizontally and 64 points in the verti-
cal direction.

For the validation test, a water film was generated by 
spreading tap water onto the upper part of the sensor above 
its sensitive area (i.e., the area covered by electrodes). 
The falling film on the sensor surface was isothermal. A 
constant flow rate was applied during the entire measure-
ment. The film thickness was measured in parallel with 
both NIR and the LFS techniques. A TTL connection was 
made between the camera and the LFS to synchronize data 
acquisition.

4.2  Correction of fluctuations of the illumination 
intensity

The light intensity returning from the measured object is 
affected by fluctuations of the lamp power and temperature, 
as well as by changes in the attenuation in the atmosphere 
along the optical path. For the compensation of these influ-
ences, a reference intensity was recorded by evaluating the 
light intensity returning from a small area of surface outside 
the region covered by the liquid film. An identical reference 
surface was used during both calibration and measurement. 
In the experiments presented here, the surface was white 
paper and placed left from the side edge of the LFS wetted 
surface, at the same distance from the camera, and within 
its FOV as shown in Fig. 5a. The LFS surface did not cover 
the entire width of the FOV such that enough space was left 
on the sides, in the extension of the surface, for a reference 
surface. The reflected intensity from the reference surface 
is recorded together with the information from the water 
film. Since the reference surface is not covered by liquid, 
its reflective properties remain constant. The intensities of 
all obtained images were normalized by the average sig-
nal over a region of interest of 11 × 55 pixels on the refer-
ence surface before the further data processing steps were 
taken. As a consequence, relative measurements are taken 
thereby cancelling out uncertainties due to fluctuations in Fig. 4  Photograph of the optical setup
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absorption in the air, lenses or a window, changes in the 
quantum efficiency of the detector and variation in the illu-
mination intensity. The intensity, i, related to the reference 
intensity is derived in Appendix 2.

4.3  Calibration

The LFS was calibrated independently using the dynamic 
roll technique as described by Damsohn (2011). A calibration 
tool dedicated to the NIR imaging technique was designed, 
which can be used with the LFS as well as with other types 
of surfaces. It consists of a borosilicate window driven by 3 
micrometer screws which is held in a metallic frame fixed to 
the LFS. A precise positioning of the window with reference 
to the surface ensures a uniform gap between the window and 
the LFS surface over the whole area of measurement while 
allowing optical access as shown in Fig. 5.

While the gap was completely filled with continu-
ously flowing tap water, a measurement was recorded as 
described in Sect. 4.4. Each measurement was repeated 2 to 
3 times for each film thickness. The procedure was repeated 
for various thicknesses ranging from 100 to 2100 µm in 
steps of 100 µm. An additional measurement with a dry 
surface idry,calib was performed. To compensate the effects 
of the window, the corrected dry measurement idry,calib.corr 
was calculated as follows,

where LR,x→y is reflection losses at an interface between 
medium x and medium y. The indices a, g and w stand for 

(3)icalib,dry,corr = icalib,dry
LR,a→g · LR,a→w

LR,g→w

the air, glass and water mediums, respectively. The param-
eter i denotes the intensity normalized by the reference 
measurement. We measured the refraction index of the 
glass used in order to calculate icalib,dry,corr. The full deriva-
tion of Eq. (3) can be found in Appendix 2.

For film thickness measurements, only the window was 
removed from the calibration setup. The characteristics 
and position of all elements including the reference surface 
remained unchanged. However, according to Appendix 2, 
the calibration can also be performed ex situ with a sample 
of the test surface and a different reference surface.

4.4  Data processing

For all measurements, frames were acquired at a frequency 
of 200 Hz for 10 s resulting in a total of 2000 frames. The 
exposure time of the camera was set to 500 µs to avoid 
motion blurring.

The explicit expression for the film thickness according 
to Eqs. (1–2) and to Appendix 2 is written as follows.

A constant c was added to characterize the background 
illumination which makes thick films appear not com-
pletely black. The calibration points were fitted with Eq. (4) 
in order to obtain the coefficients μ, Kdry and c. Determin-
ing the liquid film thickness consists in solving Eq. (4) for 
all measurement points in the FOV.

In addition, the following corrections and processing 
steps were performed:

Offset correction The dark current was recorded imme-
diately after each measurement with the light source 
switched off while keeping the same integration time (i.e., 
500 µs). A total of 2000 dark frames were averaged and 
subtracted from each measurement frame. The dark current 
varies with the temperature of the detector. However, tem-
perature changes in the detector are expected to be negligi-
ble in the short time between the measurement and the dark 
current acquisition.

Dry surface measurement When images of the dry sur-
face are acquired, time averaging is performed to reduce 
background noise. Since the dry surface measurement 
results in the largest light intensity, it was used to adjust the 
power of the light source to achieve good utilization of the 
dynamic range of the camera.

Calibration measurements During calibration measure-
ments, small air bubbles were sometimes observed within 

(4)x =
1

2µ

(

ln
(

Kdry

)

− ln

(

i

idry
− c

))

Fig. 5  Calibration setup: a side and front-facing view of the setup 
with reference surface, b front-facing picture showing water partially 
filling the gap
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the flow. A temporal median filter was applied in order to 
eliminate artefacts caused by bubbles.

5  Results and discussion

5.1  Calibration

The transmission as a function of the film thickness 
obtained from the calibration is plotted in Fig. 6. Average 
values were taken over the area of the LFS covered by elec-
trodes. The values were normalized by the corrected dry 
surface intensity idry,cal,corr (see Sect. 4.3) which was set to 
1, i.e., 100 % transmission. Since the intensities are tem-
poral and spatial averages, the error bars correspond to the 
uncertainty according to relative measurements with a ref-
erence surface as discussed in Sect. 5.3. The micrometer 
screws have an error of ±5 µm.

The calibration points, the curve fit, its correspond-
ing equation and coefficients are shown in Fig. 6. The 
separately plotted intensities idry,cal and idry,cal,corr were not 
included in the fit. The correction factor, Kdry, corresponds 
to the proportional factor ‘a’ in the fitting equation and 
was found to be equal to 81.0 ± 0.17 %. The value of Kdry 
depends on the optical properties of the surface. Thus, for 
future applications it should be noted that each type of sur-
face requires its own calibration.

The exponential decay constant was found to be 
14.8 ± 0.1 cm−1 corresponding to an absorption coeffi-
cient µ equal to 7.39 cm−1. This is very close to the absorp-
tion coefficient found in the literature for a wavelength of 
1612 nm (Segelstein 1981; Wieliczka et al. 1989; Kou et al. 
1993), which is reported to lie between 6.56 and 7.20 cm−1. 

Discrepancies are partially due to uncertainties in the water 
temperature and the filtered wavelength. In our case, the 
observed bias toward more absorption is the result of changes 
in the angle of incidence of the optical path over the FOV as 
shown in Fig. 2, as well as the non-collinear optical axis of 
light source and camera, and the tilting of the wall surface as 
discussed in Sect. 5.3. Similarly, as discussed in Appendix 2, 
internal reflections in the film lead to an overestimation of the 
product µx. Since measurements were taken under the same 
conditions as the calibration, the measured absorption coef-
ficient was used for the calculation of the film thickness.

5.2  Test measurements with a wavy turbulent water 
film

The comparison between the NIR method and the LFS was 
carried out with a wavy turbulent film generated by spread-
ing water across the upper part of the sensor surface above 
the sensitive area covered by electrodes. An example of a 
frame acquired from the NIR camera and the processing 
steps to obtain an instantaneous 2D mapping of the water 
film thickness are shown in Fig. 9.

The dry surface (a) and wavy film (b) shown in the 
figure are relative intensities normalized by the intensity 
obtained from the reference surface and are thus dimen-
sionless (grayscale between 0 and 1). The pattern formed 
by the electrodes is clearly visible in (a) and (b). It nearly 
cancels out when the dimensionless transmittance (c) is 
calculated as the ratio of (b) divided by (a). The transmit-
tance is also dimensionless and takes values between 0 and 
1, as well. Finally, the film thickness is calculated from the 
transmittance using Eq. (4) and the coefficients obtained 
from the calibration. The red dashed rectangle inserted in 
Fig. 7d indicates the area covered by the sensible area of 
the LFS. From the known size of this area, we found a pro-
jected pixel size of 0.61 mm/pixel in the horizontal direc-
tion and 0.60 mm/pixel in the vertical direction.

Figure 8 shows simultaneous mappings of the film thick-
ness obtained with the NIR imaging technique (a) and 
with the LFS (b) over the area depicted in Fig. 7d. The 
flow pattern is recognizable with both methods and shows 
an excellent qualitative correspondence in space and time 
within the limits of the discretization of the LFS. Major 
flow structures such as solitary waves with large film 
thickness amplitude are distinguishable with both tech-
niques. Thanks to the higher spatial resolution, the camera 
perceives capillary waves with a higher spatial frequency 
occurring between larger waves (Kofman et al. 2014; Yu 
et al. 2011). Those fine structures are not resolved by the 
LFS. For a quantitative comparison, the spatial resolution 
of the imaging technique was reduced to match that of the 
LFS as shown in Fig. 8c. The down-sampling of the NIR 
measurement to 16 × 64 pixels was obtained by averaging 

Fig. 6  Calibration curve and corrected dry surface intensity with 
error bars
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over two-dimensional areas equivalent to the size of 11 
pixels of the camera which improves statistically the preci-
sion of the measurement and helps to explain the generally 
good agreement with the LFS. Profiles along both vertical 
lines depicted in Fig. 8c were compared in Fig. 9. Addi-
tionally, film thickness as a function of time was extracted 
at the two locations marked by green circles in Fig. 8c for 
comparison as shown in Fig. 10. In both figures, the water 
film thickness measured by the NIR technique is given in 
the full camera resolution and in the down-sampled resolu-
tion equivalent to the electrode pitch of the LFS. In the full 
resolution, small flow structures are clearly visible which 
are absent in the reduced resolution images as well as in the 
signal of the LFS.  

As shown in Figs. 7 and 8, the evolution of the flow from 
top to bottom of the LFS surface is visible. Small waves 
present in the upper part grow to larger waves with sim-
pler structures by the time they reach the bottom. Between 
the two regimes, a transition with complex flow structures 
resulting from wave interferences occurs. Generally, wave 
crests and troughs, captured independently by both meas-
urement techniques, show remarkably good agreement.

5.3  Discussion of uncertainties

Specular reflections In Sect. 2.2, we assumed a flat 
film and a normal incident illumination on the surface. In 
fact, we slightly tilted the surface by 4° with regard to the 

Fig. 7  NIR imaging processing steps: a dry surface intensity, b trans-
mitted intensity with a falling film, c transmittance I/Idry, d film thick-
ness mapping

Fig. 8  Qualitative comparison: a NIR imaging with full resolution, 
b LFS, c NIR imaging with a reduced spatial resolution (16 × 64) to 
match the electrode pitch of the LFS

Fig. 9  Instantaneous spatial profiles for quantitative comparison

Fig. 10  Comparison of local signals as function of time
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direction of the observation in order to avoid that specular 
reflections from the air–water interface are captured by the 
camera. This does not totally exclude the occurrence of 
specular reflections, since the occurrence of waves in the 
film leads sporadically to an unfavorable local surface tilt. 
Specular reflections are responsible for the spots of high 
intensity visible in Fig. 7b, c. Specular reflections exceed 
the intensity of the dry surface signal, which makes them 
clearly distinguishable. They bring the camera’s detector to 
saturation and are translated into negative values of the film 
thickness. At the affected areas, a film thickness measure-
ment is temporarily impossible.

Angle of incidence In case of a flat film, the angle of 
incidence of an optical path varies between the center of 
the measurement field where it equals 4° (tilt angle) and the 
periphery where a maximum and a minimum of 6° and 3° 
are found. An increasing angle results in larger reflection 
losses at the film surface, a longer absorption path and less 
reflection from the wall surface. Using Snell’s law and the 
Fresnel equations, the refraction indexes of air and water, 
and assuming a Lambertian surface, we calculated the 
intensity deviation with reference to the center of the meas-
urement field. The maximum film thickness in our meas-
urements is 600 µm for which a maximum intensity devia-
tion is found between 4° and 6° of incidence corresponding 
to 0.17 % uncertainty.

For the case of a wavy turbulent film, uncertainties related 
to the film surface angle have to be considered. Figure 11 
depicts the intensity variation as a function of the film sur-
face angle for three different film thicknesses. The corre-
sponding derivations are reported in Appendix 3.

With regard to the surface angle, Fig. 11 can be used for 
the quantification of the resulting measuring error. The error 
was checked for an angle of 20°. The corresponding inten-
sity deviation compared to a flat film of 600 µm is equal to 
0.71 %. The maximum error related to the angle of inci-
dence of an optical path is thus 0.17 % + 0.71 % = 0.88 %.

Accuracy of the relative measurement by means of the 
reference surface The amplitude of fluctuations in the 
illumination intensity, in the camera’s detector tempera-
ture and in absorption through the air might vary over the 
FOV between the locations of the reference surface and the 
measurement field. To assess the accuracy of a measure-
ment relative to a reference surface, we measured changes 
in the homogeneity of the detected intensity over the FOV 
with regard to temperature variations in the detector and 
variable illumination intensity. These measurements were 
taken on a dry surface. The time- and spatial-averaged 
value of a region 30 × 30 pixels large in the center of the 

FOV was compared with the reference surface. The dif-
ference between the ratios of the intensities from the two 
regions was equal to 0.28 % after a temperature change 
in the detector of 8 °C and to 0.25 % for an illumination 
change of 300 %, which is a conservative envelop of the 
variation in both quantities during our measurements. The 
fluctuations in air absorption were similar to those in the 
measurement. Their resulting uncertainty is included in the 
above measures. A resulting total error corresponding to 
the sum of uncertainties, i.e., 0.53 %, was attributed to all 
measurements.

Caustics The curvature of the liquid film surface creates 
an illumination pattern on the wall surface with intensity 
variations depending on whether the light is concentrated 
by focusing or inversely if defocusing occurs. In fact, the 
reflected light from the surface which is directed backward 
toward the camera’s lens returns from the surface through 
the same area in the film where it previously entered. As 
a consequence, the reflected light undergoes the exact 
inverse of the deflection of the incoming light due to refrac-
tion. Thus, the effect of light focusing or defocussing on a 
curved surface cancels out as shown in Fig. 14.

Involuntary heating of the film The use of an external 
light source has the effect of heating the liquid film. A deri-
vation of the light strength is given in Appendix 1. Accord-
ing to the detector and lens specifications, the distance 
from the wall surface and the area of illumination, 0.12 W 
continuous illumination intensity Iillu is required which cor-
responds to a radiation flux on the surface of approximately 
2 W m−2. In our experiment, the narrowband filter was 
inserted in the camera between the lens and the detector. 

Fig. 11  Reflected intensity versus film surface angle
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Thus, a broad band spectrum between 300 and 2700 nm 
was transmitted through the N-BK7 lenses of the light 
projection system raising the total flux to approximately 
92 W m−2.

In order to obtain a conservative estimate for the 
increase in the film temperature, a liquid film with Re = 30, 
the lower limit for wavy or turbulent films, was assumed. 
The films in the presented experiments are well above this 
limit. In the worst case, the radiation is fully absorbed in 
the liquid, the film is thermally isolated, and the flow rate 
can be calculated from a laminar film model with the input 
of the Reynold number Re = 30. For water at 20 °C, the 
corresponding flow rate ΓRe = 30 = 7.5 g m−1 s−1 and the 
maximum illumination spot diameter of 0.28 m lead to 
a upper limit of the temperature increase in our film of 
0.82 °C. Note that this result is strongly conservative. The 
film in the real measurements was turbulent, and the flow 
rate was thus considerably higher. Furthermore, the liquid 
film dissipated thermal energy to the environment, which 
removed a part of the deposited energy.

In other applications where the energy absorbed is not 
driven away by the flow, such as stationary films or in the 
presence of dry areas, the temperature elevation might be a 
concern. In this case, the narrowband filter should instead 
be placed in front of the light source to reach the above-
mentioned lower heat flux of 2 W m−2. We notice that in 
this case, the heat flux is similar to the one removed by heat 
transfer due to free convection in air at a driving tempera-
ture difference of about 1 K, which is characterized by a 
heat transfer coefficient of about 2–10 W m−2 K−1 (Incr-
opera and DeWitt 1996). Consequently, a maximum tem-
perature elevation should stay below about 1 K in the worst 
case. Several possibilities exist to further decrease the heat 
flux such as longer integration times, pulsed illumination 
and a shorter distance between the optics and the wall.

In general, for each application of the technique the 
potential for surface heating should be considered with 
care. To clarify the sensitivity of the absorption coefficient 
µ to temperature changes, the attenuation in a static water 
film with constant thickness was measured by varying the 
temperature between 10.1 and 24.1 °C. In this temperature 
range, the normalized absorption coefficient with refer-
ence at 20 °C shows a relative variation of 0.15 % K−1 as 
depicted in Fig. 12. The weak dependence on temperature 
observed at 1612 nm is in good agreement with the meas-
urements of Yang et al. (2010).

We added an uncertainty of 1 K due to a temperature dif-
ference between calibration and measurement to our con-
servative assessment of the variation in the film tempera-
ture of 1 K, due to the heating. Together with the interval 
of confidence of 0.65 % obtained from the calibration, the 
total error on µ is 0.15 % + 0.15 % + 0.65 % = 0.95 %.

Non‑homogeneity of Kdry Figure 13 shows the variation 
in the proportional factor Kdry over the surface and the cor-
responding induced offset in the thickness measurement. 
For this evaluation, the calibration frame at 100 µm was 
used to compute the transmission of a flat film with con-
stant thickness (a). A Gaussian low-pass filter was applied 
to extract the low frequency variation in Kdry (b). According 
to Eq. (4), we estimated the induced offset error on the film 
thickness (c) from the transmission (b). The offset between 
the two measurement techniques was measured by sub-
tracting their time-averaged values (d). The patterns corre-
sponding to the estimated and measured offsets are similar 
to each other; however, we notice a difference in amplitude 
in the offset range over the measuring field. The presence 
of the window might affect the estimation, and thus another 

Fig. 12  Relative changes of the water absorption coefficient µ with 
temperature. Two measurement series for temperatures ranging from 
10.1 to 24.1 °C are depicted

Fig. 13  Estimated offset deviation for NIR imaging and measured 
deviation with the LFS
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procedure should be found to correct for the spatial vari-
ation in Kdry in case of non-homogenous surfaces such as 
that of the LFS. We notice that the deviations visible in 
the time and spatial profile plots of Figs. 9 and 10 can be 
related to the measured offset deviation at the correspond-
ing positions marked by green circles in Fig. 13d.

We calculated the standard deviation of the data pre-
sented in Fig. 13b over the measurement field to obtain a 
contribution of 6.8 % to the uncertainty on Kdry. Further-
more, the interval of confidence of 0.22 % given by the 
calibration and the error on the value of idry.calib,corr (0.49 % 
due to the uncertainty on the glass refraction index and 
0.53 % according to time average measurement with a ref-
erence surface) were added to obtain a total uncertainty of 
6.8 % + 0.22 % + 0.49 % + 0.53 % = 8 % on Kdry.

Non‑homogeneity of the surface reflection In case of 
a non-uniformity of the reflective properties of the wall 
surface, a variation in the deflection of the optical path 
due to refraction at a curved or inclined surface leads to 
a small misalignment between calibration and measure-
ment. In case of the validation measurements on the sur-
face of the LFS, this is an effect of the electrode pattern. 
The electrodes of the sensor are gold-coated and separated 
by an insulating material. Both materials have different 
optical properties. For example, considering one measur-
ing pixel, a measurement on a tilted surface taken from a 
metallic electrode surface will deviate more than expected 
when compared to a flat film in which light from metal-
lic and insulating surfaces merges due to the deflection of 
the optical path. Two main aspects associated with non-flat 
films contribute to the uncertainty of the measured inten-
sity i: (1) the film thickness and the angle of incidence as 
discussed previously and (2) the spatial non-homogeneities 
of the surface reflection intensity associated with a shift of 
the reflection position as shown in Fig. 14. Figure 14 shows 
qualitatively the increase in uncertainty for the detected 
intensity i with a tilted film surface when the wall surface 
shows a non-homogeneous reflection intensity as is the 
case with the LFS surface.

The standard deviation of the intensity fluctuations 
between adjacent pixels was calculated on a dry surface 
(Fig. 7a) and was found to be equal to 12 % of the aver-
age intensity. The fraction of the surface observed by one 
pixel which is shifted by refraction was calculated as a 
function of the film thickness for a maximal film surface 
angle of 20°. The shift for a 600-µm-thick film is equal to 
51 µm, i.e., 8.5 % of the pixel width. The fraction obtained 
was then multiplied by the standard deviation in order to 
obtain a relative uncertainty which is proportional to the 
film thickness and which reaches 1.02 % at 600 µm.

Detection error The system gain of the NIR camera for 
the analog-to-digital conversion was measured at 12.36 e−/
DL (electron per digital level). The camera’s manufac-
turer guaranties an electronic noise smaller than 150 e− 
RMS which has been verified experimentally. Due to the 
non-homogeneity of the surface reflection showing bright 
zones which would bring the detector to saturation, the 
supply voltage of the light source was adjusted such that 
only 7000 DL from a maximum of 214 = 16,384 DL was 
accounted in average over a dry surface. The resulting sta-
tistical error is 0.51 % for the intensity corresponding to 
a dry surface and raises to 0.65 and 1.1 % for film thick-
nesses of 100 and 600 μm, respectively.

Error propagation The estimated error on the param-
eters of Eq. (4) i, idry Kdry, µ and c as described above was 
used to calculate the error propagation for different film 
thicknesses. The error on c given by the confidence of 
interval of the calibration was found to be 8.7 %. The total 
error on i is thickness dependent and corresponds to the 
sum of the uncertainties relative to the angle of incidence, 
the non-homogeneity of the surface reflection, the counting 
statistic of detection and the uncertainty bond to the rela-
tive measurement with a reference surface. Table 2 shows 
the propagation of errors for the parameters of Eq. (4).

The main source of error is related to the non-homoge-
neities of the surface optical properties. The uncertainty on 
Kdry creates an offset error whose relative value decreases 
with a growing film thickness. The electrodes affect the 
spatial homogeneity of the surface reflection intensity, 

Fig. 14  Uncertainties related to the film surface angle (left) and non-
homogenous optical properties of the wall surface (right). Two adja-
cent pixels were highlighted
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and the associated error on i has an increasing impact 
with growing film thickness. Note that this effect is much 
reduced on more homogeneous surfaces than the one of the 
LFS used for the direct comparison in this work. Also, such 
surfaces would allow for higher reflected intensities which 
would improve the statistical error of detection. Measure-
ments on surfaces with finer grain structures which provide 
a homogeneous reflection should improve the measurement 
accuracy.

6  Conclusion

An imaging technique based on NIR light absorption for 
the two-dimensional mapping of water film thickness was 
developed and tested. The time-resolved liquid film thick-
ness distribution over a 2D domain was recorded. We 
measured a free-falling water film on a vertical wall. The 
film was turbulent and isothermal. A calibration procedure, 
which can be applied to different types of wall surfaces, 
was elaborated. The camera provides detailed information 
on the flow pattern and its evolution in time. Synchronous 
independent measurements with an LFS demonstrated a 
good qualitative and quantitative agreement for isothermal 
films. The inhomogeneous surface of the LFS, consisting of 
gold-covered electrodes and darker insulating areas, caused 
the majority of the deviation between the measuring tech-
niques. We assume that the application of the NIR imaging 
to other less inhomogeneous surfaces is less challenging.

In the future, we plan to extend the application of the 
technique to water films that do not cover the entire sur-
face completely. The difference between the reflection of a 
dry and wet surface will be used for the detection of the 
presence of rivulets and droplets. Furthermore, we intend 
to measure the thickness of condensing and evaporating 
films in steam-rich atmospheres where particular attention 
should be paid to errors related to steam absorption and 
large temperature gradients in the film. In particular, we 
will explore the ability of the presented method, of relative 
measurements by means of a reference surface, to correct 
for fluctuations in absorption by larger vapor concentra-
tions in the view path.

It is also planned to use the wavelength difference 
between narrowband NIR and the blackbody radiation for 

a simultaneous mapping of film thickness and film surface 
temperature in case of vapor condensation in the presence 
of non-condensable gases by adding a second infrared cam-
era sensible to mid- or far-infrared light.
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Appendix 1

On the side of the camera, the intensity Idry,max necessary 
to reach saturation of one sensitive area (pixel) on the focal 
plane array is expressed as follows:

The full well capacity (FWC) over the quantum effi-
ciency ηQ is a design parameter of the detector, Γlens is the 
lens transmission, Ey(λ) is the photon energy for the speci-
fied wavelength λ, and Τi is the integration time.

On the side of the illumination, assuming a wall surface 
with Lambertian reflectance, Idry,max is related to the total 
amount of light falling on the wall surface Iillu as follows:

In Eq. (6), we assume a small solid angle covered by 
the lens’s pupil Ωlens such that the intensity of reflected 
light per unit of solid angle, IΩ,dry, in the integration 
domain, Ωlens, is approximated as a constant equal to the 

(5)Idry,max(�) =
100% · FWC

ηQ(�) · Γlens(�)
·
EY (�)

Ti

[

J

s

]

(6)

Idry,max =

∫

Ωlens

IΩ ,drydΩ ∼= IΩ ,dry,90◦ ·Ωlens = Idry,90◦

[

J

s

]

(7)

Idry,tot =
lambertian

2π
∫

0

π/ 2
∫

0

IΩ ,dry,90◦ cos(θ) sin(θ)dϕdθ = IΩ ,dry,90◦ · π

[

J

s

]

(8)

Idry,90◦ =
Idry,tot

π
·Ωlens = Iillu ·

SFOV

Sillu
·

1

Npix

· α ·
Ωlens

π

[

J

s

]

Table 2  Estimation and 
propagation of errors

Parameter Error decomposition (%) Error on x (µm)

Thickness (µm) µ Kdry I idry C

100 0.03 93.24 6.18 0.50 0.06 56.05

300 0.25 89.14 10.03 0.48 0.11 57.32

600 0.90 80.86 17.58 0.45 0.24 60.18
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maximum reflection intensity, IΩ,dry,90°, normal to the sur-
face. In Eq. (7), the factor π denotes the ratio between 
IΩ,dry,90° and the total amount of reflected light, Idry,tot, by 
a Lambertian radiator in all directions of the hemisphere. 
In Eq. (8), Sillu is the surface on the wall being illumined, 
SFOV is the surface corresponding to the FOV, Npix is the 
number of pixels, and α is the surface albedo denoting the 
fraction of light being reflected. While the three first terms 
on the right side of Eq. (8) represent the illumination per 
pixel area in the FOV, the two last terms determine the 
fraction of light from one illuminated pixel which actually 
enters the camera’s lens. The solid angle, Ωlens, is approx-
imated as follows:

where L is the distance between the wall and the camera 
and D is the diameter of the lens entrance pupil expressed 
in terms of the focal length, f, and relative aperture f.

The overall illumination of the wall surface, Iillu, is 
related to the electrical power of a light projection system 
as follows:

where Pele is the applied electric power and ηsource is the 
light source efficiency which describes its ability to con-
vert electrical power into light with specific wavelength 
and band-pass. The geometrical collection ratio, Cgeo, is 
the fraction of light collected by the condenser lens and the 
rear mirror (see Fig. 3) and is given by the solid angle they 
cover around the bulb. The dimensionless number, ηopt, is 
the optical efficiency or quality of the light projection sys-
tem and corresponds to the fraction of collected light trans-
mitted through the optical elements which contributes to 
the illumination.

In order to estimate Pele, we assume that the incandes-
cent filament behaves like a blackbody with homogenous 
temperature and that the electrical power is entirely con-
verted into heat by the joule effect in the filament. Con-
vective heat transfer in the lamp is neglected. The maxi-
mum light source efficiency, ηsource,max, obtained with 
filtered blackbody emission in a band-pass centered at the 
observation wavelength, λobs, is found according to the 
Wien’s displacement law for the optimized temperature: 
Topt = b/λmax = b/λobs. The wavelength λmax corresponds 
to the maximum of the emission spectrum, and b is the 
Wien’s displacement constant. The value of ηsource,max is 
calculated using Planck’s law and its integrated form: the 
Stefan–Boltzmann law at wavelength λobs = λmax. For a 
narrowband filter with the band-pass width W, the follow-
ing approximation is derived.

(9)Ωlens
∼= 4π

Slens

Ssphere
=

1
4
πD2

L2
=

π

4L2
·

(

f

f /

)2

[sr]

(10)Iillu(�, BW) = Pele · ηsource · Cgeo · ηopt

[

J

s

]

where IBB,W and IBB,tot denote the blackbody emission in 
the band-pass and for the full spectrum h is the Planck’s 
constant, c is the speed of light, σ is the Stefan–Boltz-
mann constant, and kB is the Boltzmann constant. The light 
source efficiency for the non-filtered light passing through 
the BK7 elements ηsource,BK7 was evaluated by the ratio 
between the integrated blackbody emission over the 300–
2700 nm BK7 transmission range and the total blackbody 
emission IBB,tot.

Equations (A1)–(A7) were used to estimate the size of 
the halogen bulb and the radiation flux reaching the sur-
face. Table 3 lists the values of the parameters and the esti-
mations obtained according to the experimental setup used 
in our work.

Appendix 2

We define a reflection loss factor at an interface from the 
medium x to the medium y as follows:

L characterizes the decrease in intensity due to the 
reflected share R of the incoming radiation. According to 
Snell’s law and Fresnel equations, the following relation 
applies for a bidirectional optical path as shown in Fig. 2:

The total attenuation along the optical path connecting 
a pixel of the camera with the light source (pixel indices 
omitted) contains reflection losses at the air–water (a → w) 
interface, the reflection efficiency of the wet wall Rwet, 
and the absorption in the water film and in the air between 
measuring setup and wall. During the measurement, the 
brightness is proportional to:

Here, Ina is the intensity of the non-attenuated beam. 
The calibration has to provide values of Ina, LR, a→w, Rwet, 
µw, Aair = exp(−2µaxa) or to allow canceling out some of 
the unknowns. If a window is placed in front of the optical 
assembly, the reflection and absorption by the glass can be 
treated in the same way.

In the dry case:

(11)ηsource,max =
IBB,W

IBB,tot

∼=

π · 2hc2

�
5
obs

· 1

e
hc
/

�kBTopt(�obs)−1

·W

σTopt(�obs)4

LR,x→y =
(

1− Rx→y

)

LR,x→y = LR,y→x

I(xw) = Ina · e
−µaxa · LR,a→w · e

−µwxw · Rwet

· e
−µwxw · LR,w→a · e

−µaxa

= Ina · L
2
R,a→w

· Rwet · e
−2µwxw · e

−2µaxa

Idry = Ina · Rdry · e
−2µaxa
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In the wet calibration case with glass:

For the dry calibration case with glass window:

We introduce a reference surface and assume that the 
absorption by air along the optical path between cam-
era and reference surface is a good approximation of the 
absorption by the air on the optical path of every camera 
pixel in the measuring domain:

All recorded intensities, regardless of whether during the 
measurement or during calibration, are related to the ref-
erence intensity. In this way, the changes in absorption by 
the air, e.g., due to moisture variations, cancel out with the 
accuracy of the assumption that the absorption in the air is 
similar for both optical paths:

The quotient i∗na =
Ina

Ina,ref·Rref
 is a constant. Variations in 

the illumination intensity or in the quantum efficiency of 
the detector due to temperature changes have the same 
effect on Ina and Ina,ref and thus cancel out through the divi-
sion when i is computed. It can be used as a dimensionless 
reference intensity, in which air absorption cancels out:

Icalib(xw) = Ina · L
2
R,a→g

· L
2
R,g→w

· e
−2µgxg · Rwet

· e
−2µwxw · e

−2µaxa

Icalib,dry = Ina · L
4
R,a→g · e

−2µgxg · Rdry · e
−2µaxa

Iref = Ina,ref · Rref · e
−2µa,refxa,ref ∼= Ina,ref · Rref · e

−2µaxa

i(xw) =
I(xw)

Iref
=

Ina

Ina,ref · Rref

· L2K ,a→w · Rwet · e
−2µwxw

(12)i(xw) = i∗na · L
2
R,a→w · Rwet · e

−2µwxw

In our experiment, the reference surface was identi-
cal for the calibration and the measurements such that 
Iref,calib = iref. Here, we treat the general case where two dif-
ferent reference surfaces are used. The effect of the glass 
window used during calibration can be quantified by relat-
ing i to idry and icalib to icalib,dry:

To characterize the intensity step change between a wet 
and a dry surface, we define the correction factor Kdry as:

This yields:

(13)idry =
Idry

Iref
= i∗na · Rdry

(14)
icalib(xw) =

Icalib(xw)

Iref,calib

= i
∗
na,calib · L

2
R,a→g

· L
2
R,g→w

· e
−2µgxg · Rwet · e

−2µwxw

(15)icalib,dry =
Icalib,dry

Iref,calib
= i∗na,calib · L

4
R,a→g · e

−2µgxg · Rdry

i(xw)

idry
=

Rwet

Rdry

· L2R,a→w · e−2µwxw

icalib(xw)

icalib,dry
=

Rwet

Rdry

·
L2R,g→w

L2R,a→g

· e−2µwxw

Kdry =
i(xw → 0)

idry
=

Rwet

Rdry

· L2R,a→w

i(xw)

idry
= Kdry · e

−2µwxw

Table 3  Parameters and 
estimations for the design of 
a light projection system with 
halogen bulb

The symbol ‘~’ denotes approximated parameters

Parameter Value Estimation Value

FWC 1.75 × 105 Idry,max (W) 8.8 × 10−11

λobs (m) 1612 × 10−9 Ωlens (sr) 4.9 × 10−4

W (m) 32 × 10−9 Iillu (W) 0.12

Npix 81,920 Pele (W) 102

SFOV/Sillu ~0.48 ηsource,max 1.3 × 10−2

α ~0.8 ηsource,BK7 0.62

L (m) 1 Surface radiation flux (W m−2)  
(with narrowband filter)

2

ηQ 0.7

Ti (s) 5 × 10−4

Tlens 0.75

f / 2 Surface radiation flux (W m−2)  
(no filter expect N-BK7 glass)

92

f (m) 0.05

Cgeo 0.15

ηopt ~0.6

SFOV (m2) 3 × 10−2
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We further define the corrected dry measurement in the 
presence of a window icalib,dry,corr as;

The reflection losses were calculated according to the 
refraction indexes of air, water and glass.

Fitting an exponential function to the calibration data 
obtained for different water layers between glass and wall 
surface gives the constants Kdry and 2µw.

Applying Eq. (16), we observed a systematic overesti-
mation of the film thickness when comparing temporally 
and spatially averaged measurements with the LFS. Thus, 
Eq. (16) leads to an underestimation of idry,calib,corr. In order 
to calculate the right value of idry,calib,corr, we consider the 
contribution of internal reflections contributing to the over-
all illumination. In fact, the second series of reflections 
when the light escapes from the wall surface is not lost 
since it is reflected back on the same surface and thus con-
tributes to the total illumination. In the limit of infinitely 
thin films (xw → 0), the backward reflected light is not 
attenuated in the water film. With the assumption of a sur-
face albedo equal to 1, we do not consider the second series 
of reflections as losses such that:

This yields:

Using Eq. (21), where the reflection losses are not 
squared, results in well-matching average values with both 
techniques. While Eqs. (B7–B8) are valid for infinitely thin 
films, Eqs. (B1–B4) are valid in the limit of infinitely thick 
films where the second series of reflections are completely 
lost by absorption in the film.

For the purpose of the measurement, we use the follow-
ing approximation.

icalib(xw)

icalib,dry
= Kdry

L2R,g→w

L2R,a→g · L
2
R,a→w

· e−2µwxw

(16)icalib,dry,corr = icalib,dry
L2R,a→g · L

2
R,a→w

L2R,g→w

(17)
i(xw)

idry
=

icalib(xw)

icalib,dry,corr
= Kdry · e

−2µwxw

(18)i′(xw → 0) = i∗na · LR,a→w · Rwet

(19)i′calib(xw → 0) = i∗na · LR,a→g · LR,g→w · e−2µgxg · Rwet

(20)i′calib,dry = i∗na · L
2
R,a→g · e

−2µgxg · Rdry

(21)i′calib,dry,corr = i′calib,dry
LR,a→g · LR,a→w

LR,g→w

(22)
i′(xw)

idry
·

i′calib(xw)

i′calib,dry,corr
· K ′

dry · e
−2µ′

wxw

where µ′
w is an apparent absorption coefficient, where 

µ′
w > µw according to the extended absorption path fol-

lowed by multiple internal reflections. The good fit of the 
calibration data justifies the use of this approximation. 
For simplification, we further refer to x, i, idry, Kdry and µ 
instead of xw i′, i′dry, K

′
dry, µ

′
w.

Appendix 3

Light refraction and reflection associated with the tilt angle θi 
of the water film surface induce additional intensity losses. The 
intensity I deviates from the Beer–Lambert law as follows:

where Eq. (24) corresponds to the deviation compared with 
a flat film as depicted in Fig. 11. Equation (C3) character-
izes the increased length of the absorption path according 
to the refraction of light where x’ is the absorption path 
length, x is the film thickness, and θt is the transmitted 
angle as shown in Fig. 2. The refraction indexes n1 = 1 
and n2 = 1.31, in the gaseous and the liquid phase, respec-
tively, are constant. The function f derived in Eq. (26) 
expresses further intensity losses in the film surface trans-
mission LR,a→w and in the diffuse reflection coefficient RD 
of the wall surface. The angle (θi − θt) is formed between 
the incident light falling on the wall surface and the wall 
normal direction. The two terms in Eq. (26) as well as 
the denominator in Eq. (25) take values between 0 and 1, 
which leads to an attenuation of the overall transmission 
when compared to the Beer–Lambert law. The values of θt 
and LR,a→w

2 are derived from Snell’s law and the Fresnel’s 
equations, respectively. The factor 2 in the numerator of 
Eq. (25) and the square function in Eq. (27) represent the 
fact that absorption and reflection losses happen twice.

Under the assumption of a surface with ideal diffuse 
reflection, as described by the Lambert’s cosine, law RD is 
expressed as follows:

The reflection efficiency of the wet wall Rwet cancels out 
through the division in Eq. (24).

(23)I(x, θi, n1, n2) = I0 · e
−µ·x′(x,θi ,n1,n2) · f (θi, n1, n2)

(24)

I(x, θi, n1, n2)

I(x, θi = 0, n1, n2)
= e

−µ·(x′(x,θi ,n1,n2)−2·x)·

f (θi, n1, n2)

f (θi = 0, n1, n2)

(25)x′(x, θi, n1, n2) =
2 · x

cos(θi − θt(θi, n1, n2))

(26)f (θi, n1, n2) = L2R,a→w(θi, n1, n2) · RD(θi, n1, n2)

(27)RD(θi, n1, n2) = Rwet cos (θi − θt(θi, n1, n2))
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