Executive control training does not generalize, even when associated with plastic changes in domain-general prefrontal areas
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ABSTRACT

How executive function training paradigms can be effectively designed to promote a transfer of the effects of interventions to untrained tasks remains unclear. Here, we tested the hypothesis that training with a complex task involving motor, perceptual and task-set control components would result in more transfer than training with a simple motor control task, because the Complex training would lead to more involvement—and in turn modification—of domain-general executive control networks.

We compared performance and electrophysiological activity before and after 10 days of executive control training with the complex (n = 18) versus the simple task (n = 17). We further assessed the effect of the two training regimens on untrained executive tasks involving or not one of the trained control components. A passive control group (n = 19) was used to assess retest effects.

Both training groups improved at the trained task but exhibited different plastic changes within left-lateralized and medial frontal areas at 200–250 ms post-stimulus onset. However, contrary to our hypotheses, they showed equivalent improvement to the passive group to the transfer tasks.

Our collective results reveal that the effect of training with a task involving multiple executive control components is highly specific to the trained task, even when the training modifies the functional networks underlying the trained executive components. Our findings corroborate current evidence that general cognitive enhancement cannot be achieved with training, even when the interventions modify domain-general brain areas.

1. Introduction

Executive control (EC) refers to a set of interrelated higher-order cognitive functions involved in the inhibition, switching, or updating of cognitive or motor processes (Barkley, 1996; Miyake et al., 2000). EC enables the dynamic adjustment of behavior to the changing demands of the environment (Aron et al., 2014). While an extensive body of evidence suggests that EC training improves performance at the trained tasks (for a review on inhibitory control training see Spierer et al., 2013), whether and how the effects of EC training transfer to untrained tasks remains unclear.

Current literature suggests that generalization patterns might be improved by increasing the complexity of the task used to train EC. While only limited transfer was observed when inhibitory control was trained with simple Stop-Signal, Stroop, Flanker or Go/NoGo training tasks (Beauchamp et al., 2016; Enge et al., 2014; Guerrieri et al., 2012; Talanow and Ettinger, 2018; Thorell et al., 2009), larger transfers were found when EC was trained with difficult or complex tasks combining several closely related executive functions (Maraver et al., 2016; Stevens et al., 2015; Verbruggen et al., 2012). For example, Enge et al. (2014) observed that three weeks of training with Go/NoGo and Stop-signal tasks did not improve performance on a near-transfer Stroop task or on a far-transfer fluid intelligence task (Raven’s Advanced Progressive Matrices). Similarly, three-week Stroop task training did not transfer to motor inhibition, task-set shifting, working memory or planning abilities (Talanow and Ettinger, 2018), and three-week stop-signal training did not transfer to an emotion regulation task (Beauchamp et al., 2016). In contrast, Maraver et al. (2016) reported that the effect of six training sessions with difficult inhibition tasks (i.e., tasks with large congruent/incongruent trials ratio, short response time threshold, varying
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response choices and NoGo stimuli) transferred to untrained close stop-signal, far control strategy and abstract reasoning tasks.

Training with complex tasks could result in larger generalization because such interventions would result in deeper modifications of domain-general executive areas and, in turn, modifications of performance on untrained tasks relying on the same brain network (Bushkuehl et al., 2014; Dahlin et al., 2008; Niendam et al., 2012). In line with this assumption, neuroimaging studies have shown that increasing training task complexity by systematically varying the stimulus-response mapping rules (Benikos et al., 2013; Chavan et al., 2015; Hartmann et al., 2015) or adding supplementary cognitive processes (Scharinger et al., 2015) results in plastic changes within high-order, domain-general executive areas. Corresponding patterns of anatomo-functional modifications of domain-general areas have been observed in populations with expertise in complex executive activities (with elite fencers in Chavan et al., 2017; or fighter pilots in Roberts et al., 2010).

However, most of the studies reviewed above did not directly test whether increasing the complexity of the training tasks truly improves generalization patterns (Benikos et al., 2013; Chavan et al., 2015) or if such effects are indeed mediated by functional changes in domain-general brain areas (e.g., Hartmann et al., 2015; Manuel et al., 2013).

In the present study, we addressed these two questions by testing whether training executive functions with a complex vs a simple control task actually improves generalization patterns and results in larger functional changes in global EC areas. We trained participants for ten days with either a simple Go/NoGo task involving only motor control or with a complex Go/NoGo task in which participants, in addition to inhibiting motor responses, had to dynamically switch between various stimulus-response mapping rules (task-set control components) and to resist the interference from task-irrelevant visual distractors (perceptual control component). A passive control group was used to assess the effects of retest.

The effect of the first training session was assessed immediately after the last training session as well as five days later on untrained tasks involving either i) one of the executive components trained in the Simple and/or in the Complex training task (a Go/NoGo task with untrained stimuli, a switching task and an Eriksen flanker task) or ii) an executive component that was not trained but whose underlying brain areas were partly shared with the trained components (a Simon stimulus-response compatibility and a trail making attention/switching task). These two types of transfer tasks respectively allowed for testing the task- and component-specificity of the training regimens (Brass et al., 2003; Chaytor et al., 2006; Miyake and Friedman, 2012; Monsell, 2003; Scharinger et al., 2015).

The transfer effects were statistically assessed with the interaction term of a between-subject factor Training Group (Complex; Simple; Control) and the within-subject factor Time (Pretraining; Posttraining; Retention) calculated for each task separately. Compared to the Simple training group, we predicted that the Complex training group would show i) equivalent direct-transfer: an increase in performance on the Go/NoGo transfer task because the motor control component was trained in both groups; ii) more near-transfer: a larger increase in tasks measuring one of the cognitive components trained in the Complex task but not the Simple task (Switching, Eriksen flanker); and iii) more far-transfer: a larger increase in the transfer tasks measuring untrained components (Simon, Trail making) because by involving multiple executive components, the Complex training but not the Simple training might have solicited—and thus enhanced—domain-general executive processes also involved in the untrained tasks. Finally, based on previous evidence for long-lasting effects of executive training (months after working memory training in Jaeggi et al., 2011, and Pugin et al., 2014, and a week after Go/NoGo training in Houwen et al., 2011), we expected both training groups to maintain any training-induced improvement to the transfer tasks five days after the end of the training. The passive Control group should show a smaller improvement than the two other groups in all tasks because the participants did not perform any cognitive training.

In addition to behavioral investigations, we recorded event-related potentials (ERP) during the training tasks at pre-vs postraining sessions to examine the spatiotemporal brain dynamics underlying the observed behavioral modifications. We hypothesized that the effect of the complex training, compared to the simple training, would manifest during the N2/P3 components between 200 and 400 ms post-NoGo onset, when domain-general executive processes typically take place (Kök et al., 2004; Smith et al., 2006; Vuillier et al., 2016). EC training has been shown to result in a reduction of prefrontal activity, a pattern interpreted as a more efficient neuronal processing that would eventually speed up inhibition processes (Chavan et al., 2015; Hartmann et al., 2015). Such effects of training have also been observed at the level of the N2/P3 component when inhibitory control training tasks difficulty was modulated (Benikos et al., 2013). We thus expect to find during the N2/P3 time window a larger initial recruitment, together with a larger decreased activity with training, of the domain-general executive control network, i.e., the right-lateralized ventrolateral and ventromedial prefrontal cortices as well as the anterior cingulate and supplementary motor area with the complex than the simple training (Aron et al., 2003; Berkman et al., 2014; Chavan et al., 2015; Hartmann et al., 2015; Manuel et al., 2013; Rubia et al., 2001; Swick et al., 2008).

2. Material and methods

2.1. Participants

Fifty-seven right-handed healthy adults were recruited for this study. Our sample size was determined a priori to reach a power of 0.8 to detect, with an alpha of 0.05 and an effect size f of 0.2 (Chavan et al., 2015), with a mixed repeated-measures ANOVA within-between subject interaction including three groups and three measurements. The power analysis indicated that a total sample size of 42 participants was required (calculated by the G*Power software, Faul et al., 2007). Based on previous studies with corresponding designs (De Prett et al., 2017; Hartmann et al., 2015), we added five participants per group to compensate for potential exclusion due to e.g. bad electroencephalogram (EEG) signal, missed training sessions at home or misunderstanding of the instructions.

Written consent was obtained via a consent form completed by all the participants prior to the investigation. The experimental protocol was approved by our local ethics committee (protocol number 462/15).

Eight participants were randomly assigned to the passive Control group (n = 19), the Simple Go/NoGo training group (n = 19) or the Complex Go/NoGo training group (n = 19). Participants had to fill in a custom-made general health questionnaire where they were notably asked about their history of diagnosed neurological and psychiatric diseases. On this basis, we excluded any participant reporting a current or past diagnosed neurological or psychiatric condition. Three participants were excluded from the analyses due to bad EEG signals and one participant was excluded due to missed training sessions at home. The adherence to the sessions performed at home was verified by checking whether each participant actually completed the eight sessions at home and followed the expected procedure (e.g. maximum one training session per day).

Fifty-four participants (26 female and 28 male; mean age: ±SD = 25.2 ± 3.5; all of the participants reported normal or corrected to normal vision and no history of neurological or psychiatric disease) were eventually included in the analyses (Control group n = 19; Simple Go/NoGo training group n = 17; Complex Go/NoGo training group n = 18).

2.2. Procedure and tasks

The participants came to the laboratory at three time points: a pre-training session (Pre), a postraining session (Post) and a retention session (Ret). At pre- and postraining, participants completed one session of
the training task as well as the so-called ‘transfer’ tasks used to assess the generalization of the effect of training. EEG was recorded during the Go/NoGo tasks performed during the session at the laboratory (see Fig. 1 for the design of the study). The training duration was eight consecutive days with 50 min of EC training per day. Five days after the posttraining session, the participants came back to the laboratory to complete the retention session, which consisted of the transfer tasks only. The participants were randomly assigned to one of the following training regimens: a Simple Go/NoGo training, a Complex Go/NoGo training and a passive Control group.

Stimulus delivery and response time (RT) recording were monitored by the E-Prime 2.0 software (Psychology Software Tools, Inc., Sharpsburg, PA). A QWERTY keyboard was used as the response tool to record the RT. For the laboratory sessions, participants were seated in a quiet dark room in front of a computer screen. For the training sessions at home, participants were instructed to complete them in a quiet place on a laptop we lent them.

2.2.1. Training tasks

2.2.1.1. Simple Go/NoGo training. The simple Go/NoGo training was a classical motor inhibition task. First, a 30-trial block was performed to acclimate the participants to the task. A ‘calibration’ phase of 23 trials was then completed to estimate the average RT of the participant to Go stimuli for a similar procedure see De Prett et al., 2017; Manuel et al., 2010. A RT threshold (RTt = 110% of the mean RT during the calibration phase) was implemented so that a feedback “too late” was displayed on the screen when the participant’s RT was above the RTt. A trial started with a white fixation cross displayed centrally on a black background for a duration that randomly varied between 1500 and 2000 ms. Then, a letter surrounded by two hash signs (e.g., ♯♯A♯) and chosen among A, E, I, K, L, N, O, R, T, U, X was presented for a time interval ranging from 1500 to 2000 ms during which participants were instructed to press as fast as possible with the right index finger on the keyboard’s spacebar in response to any trigram except “X♯”. However, if a trigram with an “X” in the middle was presented, such as “TXE” (‘goprime’), the instructions for the next trigram changed so that participants were asked to press as fast as possible to any trigram—including “XXX”—except identical trigrams such as “AAA”, “TTT”, “EEE”, etc. The task included seven blocks of 132 trials each presented randomly with a stimulus probability of 0.1 for XXX, 0.28 for goprime, 0.3 for identical trigram, and 0.32 for all other trigrams combinations. As for the simple Go/NoGo training, every two days the NoGo trigram changed, so that participants had to inhibit the trigram “XXX” for the first two training sessions, then the trigram “AAA”, the trigram “TTT”, the trigram “OOO”, and finally again the trigram “XXX”. The goprime and the identical trigrams were adapted accordingly. Inhibitory control performance was assessed by RT to Go stimuli and by the FA rate.

2.2.1.2. Complex Go/NoGo training. The complex Go/NoGo training was designed to involve working memory, switching and interference suppression components in addition to motor inhibition. Participants performed a 30-trial block to acclimate themselves to the task. A calibration phase of 23 trials was completed as the simple Go/NoGo training to calculate the RTt. Then, three letters (trigrams) chosen among A, E, I, K, L, N, O, R, T, U, X were presented for a time interval ranging from 1500 to 2000 ms during which participants were instructed to press as fast as possible with the right index finger on a keyboard’s spacebar in response to any trigram except “X♯”. Inhibitory control performance was assessed by RT to Go stimuli and by the percentage of errors to NoGo stimuli (false alarms, FA).

2.2.1.3. Passive control group. The Passive Control group did not perform any task during the eight days of the intervention between the pre- and posttraining sessions. This group however performed Sudokus on a computer during the pre- and posttraining sessions to match their engagement in the pre/post session of the study with the training groups.

The participants were asked to complete as many Sudokus as they could during 50 min on a computer. This game required being able to fill a 9 × 9 grid divided into 3 × 3 sections with numbers ranging from 1 to 9 whose constraint was that each section, each column and each row had to contain all nine digits.

2.2.2. Pre- and posttraining transfer tasks

Participants completed five tasks successively in a random order: a Go/NoGo task, a Simon task, an Eriksen flanker task, a Switching task and a Trail Making task (to avoid confusion, the Go/NoGo task used among the transfer tasks will be referred to as the ‘transfer Go/NoGo task’). The transfer tasks were chosen among perceptive-motor tasks previously used in the literature to assess key facets of executive performance. The tasks involved either one of the executive components trained in the simple and/or in the complex training task (the Go/NoGo task with untrained stimuli, the switching task and the Eriksen flanker task) or an executive component that was not trained but whose underlying brain areas were partly shared with the trained components (the Simon task and the Trail making task). This choice of tasks further allowed varying the complexity of the task while keeping constant the type of stimuli and response modes. The tasks were performed at three time points: presession (Pre, day 1), postsession (Post, day 10) and posttraining session (Postt, day 15).

Fig. 1. Experimental Design. TT: transfer tasks; GNG: Go/NoGo task; EEG: electroencephalogram; Lab: laboratory.
retention (Ret; day 15). Each task lasted approximately 5 min.

2.2.2.1. Transfer Go/NoGo task. In the transfer Go/NoGo task participants had to press as fast as possible with their right index finger on a keyboard’s spacebar when the Go stimuli appeared, while withholding responses to NoGo stimuli. A trial started with a preparatory stimulus (empty circle) displayed centrally on a black background for a duration between 800 and 1200 ms. Then, a cross in a circle, i.e., the NoGo stimulus, or a filled circle, i.e., the Go stimulus, appeared for a duration of 200 ms. The next trial started after a time interval of 1000 ms. The task included 2 blocks of 48 trials each, presented in a random order with a stimulus probability of 0.3 for the NoGo stimulus and 0.7 for the Go stimulus. The behavioral performance was assessed by averaging RT to Go and the FA rate.

2.2.2.2. Eriksen flanker task. The Eriksen flanker task tests the ability to suppress interfering perceptual information from distractors to correctly discriminate the target stimuli (Eriksen and Eriksen, 1974). The trials started with a preparatory stimulus (a cross) displayed centrally on a black background for a duration between 800 and 1200 ms. Then, a stimulus comprising three vertically aligned elements appeared for a duration of 200 ms. The participants were asked to respond as fast as possible with their right index finger on the keyboard’s M button when the orientation of the central arrow was facing right (>); while using their left index finger on the keyboard’s Y button when the orientation of the central arrow was facing left (<). In the congruent condition, the arrow pointed in the same direction; in the incongruent condition, the central arrow pointed in the opposite direction as the flanker arrow; and in the neutral condition, the central arrow was surrounded by two squares. The stimuli were separated by a time interval of 1000 ms. The task included 2 blocks of 60 trials presented in a random order with a stimulus probability of 0.33 for each condition (i.e., congruent, incongruent, neutral), for a total of 40 congruent, 40 incongruent and 40 neutral trials. The behavioral performance was assessed by subtracting the mean RT of incongruent trials from the mean RT of congruent trials (Eriksen interference index). RT and the percentage of error to the congruent, incongruent and neutral stimuli were also analyzed separately (see the supplementary materials).

2.2.2.3. Switching task. The switching task was divided into three parts (A, B and C; Monsell, 2003). All trials started with the presentation of a white fixation cross during a duration between 800 and 1200 ms, followed by the display of a number ranging from 1 to 9 except for 5 during 200 ms. Part A and the Part B were considered as the ‘pure’ condition tasks since only one task was performed (i.e., XXXXX ... and YYYYY ... trials). In Part C, considered as the ‘mixed-task’, we randomly alternated Part A and Part B instructions (i.e., XXXXYYYY) (Kamijo and Takeda, 2010).

In Part A, the participants were instructed to press as fast as possible with their right index finger on the keyboard’s M button when the digit displayed was higher than 5, while using their left index finger on the keyboard’s Y button when the digit displayed was smaller than 5. All of the digits were presented by a plain line square. Part A included 1 block of 40 trials presented in a random order with a stimulus probability of 0.5 for each condition (higher or smaller than 5). In Part B, the participants had to press as fast as possible with their right index finger on the keyboard’s M button to even numbers and with their left index finger on the keyboard’s Y button to uneven numbers. All of the digits were surrounded by a dotted line square. Part B included 1 block of 40 trials presented in a random order with a stimulus probability of 0.5 for each condition (uneven or even). C comprised stimuli from Part A and Part B displayed in a random order. Participants were instructed to use the square surrounding the number to determine which response rule to follow (plain line square for Part A instructions (lower or smaller than 5); dotted line square for Part B instructions (uneven or even number)). This part included 2 blocks of 32 trials each presented in a random order with a stimulus probability of 0.5 for each condition, which represented 32 Part A and 32 Part B trials in total.

The behavioral performance was assessed by subtracting the mean RT of switch trials with the mean RT of no-switch trials during the Part C of the task (i.e., the mixed-task switching cost).

2.2.2.4. Simon task. The Simon task tests the ability to solve a conflict between the side of a stimulus on the screen and the side of the hand used to respond to it (Simon, 1969). A trial started with a preparatory stimulus (a cross) displayed centrally on a black background during a duration that varied from 800 to 1200 ms. Then, a red or a blue square was presented either to the left or the right of the fixation cross for a duration of 200 ms. The participants were instructed to press as fast as possible with their right index finger on the keyboard’s M button when a red square was displayed while using their left index finger on the keyboard’s Y button when a blue square was displayed, independent of the square’s position on the screen. The time interval between the two consecutive trials was 1000 ms. The task included 2 blocks of 40 trials each presented in a random order with a stimulus probability of 0.25 for each condition, i.e., red left (incompatible), red right (compatible), blue left, (compatible) blue right (incompatible), which represented 40 compatible and 40 incompatible trials in total. The behavioral performance was assessed by subtracting the mean RT of incompatible trials by the mean RT of compatible trials (Simon interference index). Additionally, the mean RT and the percentage of error to the compatible and incompatible stimuli were analyzed (see the supplementary materials).

2.2.2.5. Trail making task. The Trail making task tests visuo-spatial and flexibility skills (SaltHouse, 2011). The task was divided into two parts, i.e., Part A and Part B, always performed in this order. In Part A, the participants were instructed to connect as fast as possible 25 circles containing 25 numbers, ranging from 1 to 25, in a numerically ascending order. Part B included 25 circles comprising a mix of numbers (from 1 to 13) and letters (from A to L) that the participants were asked to connect as fast as possible in an alternatively numerically and alphabetically ascending order. The behavioral performance was assessed by dividing the time spent to perform Part B by the time spent to perform Part A in seconds (secTMTB/secTMTA ratio).

2.3. Behavioral analyses

Behavioral statistical analyses were performed using the Statistical Package for the Social Sciences 24 (SPSS Inc., Chicago, Illinois, USA) for the Go/NoGo training analyses, the Statistica version 13.3 (TIBCO Software Inc. (2017), Palo Alto CA, USA, http://statistica.io) for the transfer tasks analyses and JASP software (Version 0.8.3.1, https://jasp-stats.org) for the Bayesian inferences. For all of the tasks, RT was subject to a procedure excluding trials <100 ms and >2 standard deviations to individual’s mean RT.

2.3.1. Go/NoGo training tasks

The effects of training were assessed with repeated-measures ANOVAs with Groups (Complex vs Simple) as the between-subject factor and Time (Pre vs Post) as the within-subject factor (see Fig. 1 for the design of the study). All of the variables were controlled for normality using the Shapiro-Wilk test and for the structure of variance-covariance using the Mauchly’s sphericity test. P-values were corrected either with Greenhouse and Geisser or Huynh and Feldt corrections when Mauchly’s test was significant. Bonferroni correction was used to adjust for multiple comparisons. Effect sizes were computed using eta-squared. The statistical significance was set at p < .05.

2.3.2. Transfer tasks

2.3.2.1. Behavioral outcome. Boxplot diagrams were used to identify
outliers for each dependent variable. The values 1.5 times the interquartile range above the third quartile or below the first quartile were considered as outliers (Wade, 2005). Two participants in the Control group with 10% of all of the dependent variables being outliers were excluded from the data set. Four other participants (one in the Complex group, one in the Simple group and two in the Control group) presented one or two outlying values. We replaced each value by the group’s mean of the dependent variable. The data set for the transfer tasks was composed of 18 participants in the Complex group, 17 participants in the Simple group and 17 participants in the Control group.

Shapiro-Wilk tests with a significance threshold set at p < .05 were used to evaluate the normality of each dependent variable. Levene’s tests indicated no violation of homogeneity of variance among groups for the majority of the variables.

2.3.2.2. Outcome-neutral analyses. A one-way ANOVA with the factor Group (Complex; Simple; Control) was computed for each dependent variable for the pretraining session to check whether the three groups did not differ at baseline.

2.3.2.3. Effect of training and retention analyses. Group (Complex; Simple; Control) x Time (Pre; Post; Ret) mixed repeated-measures ANOVAs were computed for each behavioral outcome separately to analyze the training and the retention effects in all of the tasks. We used nonparametric Kruskal-Wallis ANOVAs for evaluating the Group effect for each Time condition and Friedman ANOVAs for the training and retention effects within each Group when the assumptions for parametric tests were not met.

Effect sizes were computed using partial eta-squared for parametric ANOVA, eta-squared for Kruskal-Wallis ANOVA, and Kendall’s coefficient of concordance (W) for the Friedman ANOVA. Kendall’s W looks at agreement between participants and gives a value that ranges between 0 and 1. Kendall’s W uses the Cohen’s interpretation guidelines of 0.1 = small effect, 0.3 = moderate effect and above 0.5 = large effect. Due to the high number of statistical analyses performed and because these statistical terms tested our primary hypothesis, only the main tasks’ measures, i.e., Go/NoGo RT and FA, Simon interference index, Eriksen interference index, SwitchCost, and TMT B/A ratio, are reported in the results section “3.1.2 Transfer tasks: training effects and retention”. For the statistical details on the subcomponents of the transfer tasks, please refer to the supplementary materials.

To complement the results of the frequentist approach, we conducted a Group (Complex; Simple; Control) by Time (Pre; Post; Ret) mixed ANOVA model using Bayesian inference (for a similar approach with parametric ANOVAs) for evaluating the Group effect for each Time condition and Friedman ANOVAs for the training and retention effects within each Group when the assumptions for parametric tests were not met.

As for the behavioral analyses, we focused only on the Group x Time interaction term because it captured the differential effect of training, which was the question of our study. The main effect of Time would indeed reveal a retset effect (e.g., mere exposure or familiarization with the tasks), and the main effect of Group was controlled by the randomization and potentially confounded by the interaction with the different training regimens.

We first computed an analysis in the sensor space using a Group (Complex; Simple) x Time (Pre; Post) x Stimulus (Go; NoGo) repeated-measures ANOVA at each time-frame of the ERP and for each electrode to identify whether and when the interaction occurred. To control for multiple tests, we considered only Group x Time x Stimulus interaction effects with a p-value < .05 and for at least 11 continuous time frames on at least 10% of the electrodes (Guthrie and Buchwald, 1991). The source estimations were then conducted over the period of interest identified by the ERP analyses.

2.5. Analyses

2.5.1. Event-related potentials

As for the behavioral analyses, we focused only on the Group x Time interaction term because it captured the differential effect of training, which was the question of our study. The main effect of Time would indeed reveal a retset effect (e.g., mere exposure or familiarization with the tasks), and the main effect of Group was controlled by the randomization and potentially confounded by the interaction with the different training regimens.

We first computed an analysis in the sensor space using a Group (Complex; Simple) x Time (Pre; Post) x Stimulus (Go; NoGo) repeated-measures ANOVA at each time-frame of the ERP and for each electrode to identify whether and when the interaction occurred. To control for multiple tests, we considered only Group x Time x Stimulus interaction effects with a p-value < .05 and for at least 11 continuous time frames on at least 10% of the electrodes (Guthrie and Buchwald, 1991). The source estimations were then conducted over the period of interest identified by the ERP analyses.

2.5.2. Electrical source estimations

Electrical source estimations were performed using a local autoregressive average (LAURA) distributed linear inverse solution (Grave-de Peralta et al., 2001; Grave-de Peralta et al., 2004). The solution space (i.e., the lead field matrix) was calculated on a realistic head model that included 3005 nodes, selected from a 6 mm x 6 mm x 6 mm grid of voxels equally distributed within the gray matter of the average brain of the Montreal Neurological Institute (MNI). For the analyses in the source space, ERPs were first averaged over the period of interest identified during the time-frame (TF) wise ERP analysis for each subject and each condition separately (De Prett et al., 2017; Sallard et al., 2018). Then, the source of the resulting 1 TF ERPs were estimated and the current densities at each solution point submitted to the same Group x Time x Stimulus statistical design as for the ERPs analyses. To control for multiple tests, we considered only clusters showing a p-value < .05 and composed of at least 15 contiguous nodes. Bonferroni correction was used to adjust the follow-up tests for multiple comparisons.

3. Results

3.1. Behavior

3.1.1. Go/NoGo training: Group (Complex; Simple) x Time (Pre; Post)

3.1.1.1. Response time. There was a main effect of Group for the RT, driven by generally longer RT in the Complex group than in the Simple
3.1.2. Transfer tasks: training effects and retention

3.1.2.2. Go/NoGo transfer task: response time

There was a main effect of Time driven by a decrease in RT through the training for both groups (F(1,33) = 154.04; p < .0001; $\eta^2 = 0.815$). There was a significant Group (Complex; Simple) x Time (Pre; Post) interaction (F(1,33) = 29.01; p < .0001; $\eta^2 = 0.469$). The post hoc tests indicated that the interaction was driven by slower RT in the Complex group than in the Simple group at pretraining but not at posttraining (Table 1 & Fig. 2 for the behavioral performance during the Go/NoGo training).

3.1.2.3. Simon task: Simon interference index.

There was no main effect of Group for the FA rate (F(1,33) = 2.2; p = .148). There was a main effect of Time driven by an increase in the FA rate throughout the training for both groups (F(1,33) = 62.11; p < .0001; $\eta^2 = 0.653$). There was no Group (Complex; Simple) x Time (Pre; Post) interaction (F(1,33) = 1.17; p = .287) (Table 1 & Fig. 2 for the behavioral performance during the Go/NoGo training).

3.1.2.4. Eriksen anchor task: Eriksen interference index.

There was no main effect of Group for the RT (F(1,33) = 6.7; p = .014; $\eta^2 = 0.226$) (Table 1). For the statistical details on the subcomponents of the tasks, please refer to the supplementary materials.

3.1.2.5. Switching task: SwitchCost.

There was no main effect of Group (Complex; Simple; Control) x Time (Pre; Post; Ret) interaction, indicating strong evidence of the null hypothesis (i.e., no interaction).

3.1.2.6. False alarm rate.

There was no main effect of Group for the FA rate (F(1,33) = 2.2; p = .148). There was a main effect of Time (F(2,98) = 145.04; p < .0001; $\eta^2 = 0.83$). There was no Group (Complex; Simple; Control) x Time (Pre; Post; Ret) interaction (F(2,98) = 29.01; p < .0001; $\eta^2 = 0.469$). The post hoc tests indicated that the interaction was driven by slower RT in the Complex group than in the Simple group at pretraining but not at posttraining (Table 1 & Fig. 2 for the behavioral performance during the Go/NoGo training).

3.1.1.3. Correlation RT-FA. To test for the relationship between the RT decrease and FA increase with training (i.e., for potential speed-accuracy trade-offs, Heitz, 2014), we computed Pearson’s correlation coefficients between the delta of the two dependent variables for each group separately. The analyses showed no relationship between RT and FA (Pre subtracted by Post values) for the Complex (r (16) = -0.44; p = .065) or the Simple (r (15) = -0.31; p = .226) groups.

3.1.1.2. False alarm. There was no main effect of Group for the FA rate (F(1,33) = 2.2; p = .148). There was a main effect of Time (F(2,98) = 145.04; p < .0001; $\eta^2 = 0.83$). There was no Group (Complex; Simple; Control) x Time (Pre; Post; Ret) interaction (F(2,98) = 29.01; p < .0001; $\eta^2 = 0.469$). The post hoc tests indicated that the interaction was driven by slower RT in the Complex group than in the Simple group at pretraining but not at posttraining (Table 1 & Fig. 2 for the behavioral performance during the Go/NoGo training).

3.1.1.1. Outcome-neutral analyses.

There was no effect of Group on FA (p = .05) for any of the transfer tasks’ measures, providing no evidence that the three groups differed at the pretraining session.

3.1.2.8. Go/NoGo transfer task: response time & false alarm rate.

Response time: there was no main effect of Group for the RT (F(1,33) = 1.17; p = .287), but there was a main effect of Time (F(2,98) = 41.5; p = .000; $\eta^2 = 0.45$) and a Group x Time interaction (F(2,98) = 2.66; $\eta^2 = 0.09$). The post hoc tests demonstrated that the RTs at Post (265 ± 26 ms) and at retention (Ret) (260 ± 22 ms) were lower than those at Pre (292 ± 27 ms) in the Complex group (all p < .0001) and in the Simple group (Pre: 291 ± 28 ms; Post: 272 ± 22 ms; Ret: 266 ± 18 ms) (all p < .003). There was no decrease in RT in the passive Control group.

False alarm: there was a Group effect at Ret (H (2) = 7.42; p = .024; $\eta^2 = 0.11$) but not at Pre (p = .444) and Post (p = .511). Post hoc tests revealed a significant difference (p = .022) between the Complex (15.7%) and the Control groups (7.0%) but not between the Simple (9.2%) and the Control groups or between the Complex and the Simple groups. There was a Time effect in the Complex group ($\chi^2$(N = 18, df = 2) = 19.01; p < .001; Kendalls’ $W = 0.53$) but not in the two other groups (p = .321 and p = .616 respectively for the Simple and the Control groups). This effect was driven by higher FA rate at Post (19.4%) and Ret (15.7%) when compared to Pre (6.3%).

3.1.2.8. Simon task: Simon interference index.

There was no main effect of Group and no main effect of Time (respectively, F(2,49) = 2.04; p = .14 and F(2,49) = 1.72; p = .18). There was a significant Group x Time interaction ($F_{(4,98)} = 2.49; p = .047; \eta^2 = 0.09$). While the interaction seemed to be driven by a difference between the Control group and the training groups at retention, none of the Bonferroni post hoc tests reached significance.

3.1.2.8. Eriksen flanker task: Eriksen interference index.

There was no main effect of Group for the interference index ($F_{(2,49)} = 0.64; p = .53$). There was a main effect of Time (F(2,98) = 4.46; p = .011; $\eta^2 = 0.10$) and a Group x Time interaction ($F_{(4,98)} = 0.33; p = .85$). The Bayesian analysis showed a BF10 of 0.07 for the interference index Group (Complex; Simple; Control) x Time (Pre; Post; Ret) interaction, indicating strong evidence for the null hypothesis (i.e., no interaction).

3.1.2.8. Switching task: SwitchCost.

There was no main effect of Group for the switch cost values (SwitchCost A: F(2,49) = 0.08; p = .92; SwitchCost B: F(2,49) = 0.17; p = .83). There was a main effect of Time in the SwitchCost A ($F_{(2,49)} = 5.64; p = .005; \eta^2 = 0.10$) and the SwitchCost B ($F_{(4,98)} = 24.76; p < .001; \eta^2 = 0.34$). In the two conditions, the switch cost values decreased from Pre to Ret with differences between Pre and Ret (p = .004) for the SwitchCost A and between Pre and Post (p < .0001)

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Complex</th>
<th>Simple</th>
<th></th>
<th></th>
<th>Group effect</th>
<th>Time effect</th>
<th>Group x Time interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean ± SD</strong></td>
<td>Pre</td>
<td>Post</td>
<td>Pre</td>
<td>Post</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT (ms)</td>
<td>441.4</td>
<td>345.3</td>
<td>390</td>
<td>353.3</td>
<td>p = .046</td>
<td>p &lt; .0001</td>
<td>p &lt; .0001</td>
</tr>
<tr>
<td>FA (%)</td>
<td>12.7</td>
<td>27.7</td>
<td>10.6</td>
<td>21.9</td>
<td>p = .148</td>
<td>p &lt; .0001</td>
<td>p = .287</td>
</tr>
</tbody>
</table>

Fig. 2. Behavioral performance during the Go/NoGo training. Means and standard deviations are represented.
and Pre and Ret ($p < .001$) for the SwitchCost B. There was no Group × Time interaction (SwitchCost A: $F_{4,98} = 1.01; p = .40$; SwitchCost B: $F_{4,98} = 0.84; p = .49$). Bayesian analysis showed a BF₁₀ of 0.2 (A) and 0.13 (B) for the SwitchCost Group (Complex; Simple; Control) × Time (Pre; Post; Ret) interaction, indicating moderate evidence for the null hypothesis (i.e., no interaction).

3.1.2.6. Trail making task: B/A ratio. There was no main effect of Group and Time factors or for the Group × Time interaction (respectively, $F_{2,49} = 2.05; p = .14$; $F_{2,98} = 0.42; p = .65$; $F_{4,98} = 0.99; p = .41$). The Bayesian analysis showed a BF₁₀ of 0.14 for the TMT ratio Group (Complex; Simple; Control) × Time (Pre; Post) interaction, indicating moderate evidence for the null hypothesis (i.e., no interaction).

3.2. Electrical neuroimaging results

3.2.1. Event-related potentials and source estimations analyses: Group (Complex; Simple) × Time (Pre; Post) × Stimulus (Go; NoGo) design

The group-averaged ERP of an exemplar waveforms (Fz) is displayed in Fig. 4A. There was a sustained Group × Time × Stimulus interaction ($p < .05$; $>10\%$ electrodes) from 200 to 250 ms over frontal and occipital electrodes (Fig. 4B). Within this time window the Fz exemplar waveforms of the Complex group presented higher amplitude in the Go and mainly in the NoGo stimulus compared to the other conditions at Pre (Fig. 4A). The statistical analyses of the source estimations over the 200–250 ms period of interest (POI) (Fig. 4C) revealed a significant Group × Time × Stimulus interaction in left-lateralized and medial frontal regions separated in two distinct clusters: one including the left insula and the left inferior frontal gyrus (cluster 1); one including the superior frontal gyrus, the medial frontal gyrus and the anterior cingulate (cluster 2). We then split the two stimuli for the further ANOVAs analyses and we performed a Group × Time mixed ANOVA for NoGo and Go separately. We found a Group × Time interaction in the NoGo condition for the two clusters ($p = .113$ for the cluster 2; $p = .012$ for the cluster 1). The post-hoc analyses indicated that the interaction was driven by higher activity to the NoGo stimulus for the Complex group within both clusters ($p = .011$ for the cluster 2; $p = .026$ for the cluster 1). The group-averaged density values for each cluster are presented in the bar graphs of Fig. 4C.

4. Discussion

We examined the behavioral and functional effects of a 10-day executive control training with a complex versus a simple Go/NoGo task. Practicing the training tasks resulted in an overall performance improvement on the training task in both training groups. Electrical neuroimaging analyses of the ERP revealed that the behavioral improvement was associated with different effects of the Complex and Simple training during inhibition-related activity in the left-lateral and medial frontal areas at 200–250 ms post-stimulus onset.

There was equivalent improvement to the Flanker and the Switching tasks for the Complex, Simple and passive Control groups. Yet, compared to the passive training group, the two active training groups showed a larger improvement for the Simon task at the retention session. Finally, the Simple group but not the Complex or the Control group showed an improvement for the Go/NoGo task with untrained stimuli.
Transfer tasks: transfer effects. Descriptive and inferential statistics for outcomes measures for the transfer tasks in function of Group (Complex, Simple, Control) and Time (Pre, Post, Ret) factors. RT: Reaction Time; FA: False Alarm; Err: error; COMP: Compatible condition; INCOMP: Incompatible condition; CONG: Congruent condition; INCONG: Incongruent condition; NEUTR: Neutral condition; ns = non-significant; p = p-values.

<table>
<thead>
<tr>
<th></th>
<th>Complex (N = 18)</th>
<th>Simple (N = 17)</th>
<th>Control (N = 17)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
<tr>
<td></td>
<td>Pre M ± SD</td>
<td>Post M ± SD</td>
<td>Ret M ± SD</td>
</tr>
</tbody>
</table>

- **Go/NoGo task**
  - **RT (ms)**
    - Complex: 292±27, Simple: 265±26, Control: 260±22
    - Pre: p = .28, Post: p < .001, Ret: p = .037
  - **FA (%)**
    - Complex: 6.3±4.7, Simple: 19.4±9.1, Control: 15.7±11.4
    - Pre: p = .44, Post: p = .05, Ret: p = .024

- **Simon task**
  - **RT COMP (ms)**
    - Pre: p = .16, Post: p < .001, Ret: p = .76
  - **RT INCOMP (ms)**
    - Complex: 416±51, Simple: 362±41, Control: 358±28
    - Pre: p = .04, Post: p < .001, Ret: p = .015

- **Eriksen flanker task**
  - **RT CONG (ms)**
    - Complex: 379±40, Simple: 349±26, Control: 343±18
    - Pre: p = .14, Post: p = .13, Ret: p = .06
  - **RT INCONG (ms)**
    - Complex: 414±45, Simple: 379±39, Control: 374±32
    - Pre: p = .007, Post: p = .002, Ret: p = .076
  - **RT NEUTR (ms)**
    - Complex: 379±33, Simple: 351±27, Control: 347±22
    - Pre: p = .008, Post: p = .007, Ret: p = .076

- **Trail Making task**
  - **B/A**

- **Switching task**
  - **SwitchCost A (ms)**
    - 88±12, 26±9, 88±20, 26±10, 99±12, 26±9, 99±12, 26±9
    - Pre: p = .41, Post: p = .014
  - **SwitchCost B (ms)**
    - 117±11, 29±2, 114±4, 37±5, 172±2, 114±2, 86±3, 33±6

This dependent variable was analyzed using parametric tests.
- This dependent variable was analyzed using non-parametric tests.
- Kuskall-Wallis ANOVA for group effect.
- Friedman ANOVA for Time effect.
4.1. The training improved performance at the trained task

Behaviorally, both groups showed a decrease in RT with training to the training task. However, the improvement was larger in the Complex than in the Simple group. This Time by Group interaction was driven by larger RT in the Complex group than in the Simple group at pre- but not posttraining. Although the initially slower RT in the Complex training task confirms that it was more difficult (see, e.g., Gajewski and Falkenstein, 2013; Maguire et al., 2009 for other examples of positive slowdown-complexity relationships in Go/NoGo tasks), ten days of training was sufficient for the participants in the Complex group to reach the level of those practicing the simple Go/NoGo task. Such convergence in the performance between the two groups with training likely reflects the ability of our healthy young adult participants to quickly automatize even complex, multicomponent executive tasks (Kray and Fehér, 2017; Maraver et al., 2016).

Importantly, the decrease in RT with training was associated with a general increase in the FA rate, suggesting the presence of a speed-accuracy trade-off. However, the absence of a correlation between the decrease in RT and the increase in the FA rate during the training suggests that such phenomena cannot fully account for the observed pattern of result. Rather, given that the decrease in RT was of larger amplitude than the increase in FA, we interpret our pattern of behavioral results as an improvement in the speed of inhibitory control with training. Race models indeed indicate that during NoGo trials the ‘race’ between execution and inhibition determines the accuracy; thus, an increase in the speed of execution process with a low increase in the rate of commission errors necessarily indicates that the speed of inhibition also increases (Verbruggen and Logan, 2015; Logan et al., 2014; see Benkos et al., 2013; Chavan et al., 2015; Chavan et al., 2017; Hartmann et al., 2015; Manuel et al., 2010 for similar behavioral patterns with Go/NoGo training).

4.2. Training tasks complexity modulates how early conflict detection and executive control functional processing phases are modified by the training

The analyses of the ERP during the training tasks revealed a Group (Complex; Simple) x Time (Pre; Post) x Stimulus (Go; NoGo) interaction 200–250 ms post-stimulus onset. We localized the sources of this effect within a fronto-medial network including the superior and medial frontal gyrus (SFG; MFG) and the anterior cingulate (AC), and a fronto-lateral network including the left insula and the left inferior frontal gyrus (IFG). The interaction was driven by a reduction in training of the initially stronger response to the NoGo stimuli in the Complex than in the Simple group within the fronto-lateral and fronto-medial areas. Critically, these results confirm that increasing the training task complexity increases training-induced plastic changes taking place during global, domain-general processing phases (Hartmann et al., 2015; Chavan et al., 2015).

The time-period of the ERP interaction corresponds to the beginning of the N2 components, a period typically associated with the detection and resolution of response conflict (Donkers and van Bokkel, 2004; Enríquez-Geppert et al., 2010; Gajewski and Falkenstein, 2013; Nieuwenhuis et al., 2003; Schmajuk et al., 2006), and the initiation of the inhibitory control process (Bokura et al., 2001; De Pretto et al., 2017; Falkenstein et al., 1999; Millner et al., 2012). Increases in the N2 component amplitude have for instance been observed when individuals had to suppress interference from task-irrelevant information, such as in Eriksen flanker tasks (Danielmeyer et al., 2009; Fong et al., 2018; Larson et al., 2014; Yeung and Cohen, 2006). Importantly, the localization of our effect supports this interpretation: medial frontal areas were indeed previously involved in the prevention of future conflicts, the suppression of inappropriate actions and information interference (Bokura et al., 2001; Kropotov and Ponomarev, 2009; Nieuwenhuis et al., 2003; Yeung and Cohen, 2006). The SFG was associated with the monitoring of information within the working memory network (du Boisgueneu et al., 2006), and left lateral prefrontal areas in suppressing ongoing action and attentional switching (Konishi et al., 1998; Rubia et al., 2001; Swick et al., 2008), especially in situations of high task difficulty (Colcombe et al., 2005; Hirose et al., 2012; Langenecker and Nielson, 2003; Nielson et al., 2002).

Together with the behavioral result for slower performance in the complex task, the larger involvement of these areas in the Complex task than in the Simple task at the beginning of the training ensures that our choices of tasks parameters had the expected effects: compared to the simple task, the complex task loaded more strongly on the conflict processing and inhibitory control because participants had to inhibit the flankers and the previous stimulus-response mapping rules after switching.

Second, the direction of our effect (decrease in activity in the Complex group but not the Simple group with training), suggests that the practice of the task reduced the need for additional executive neural resources to solve the complex task. This result is consistent with the behavioral results showing a convergence in the performance between the two groups with training, and corroborates previous evidence for reduction of prefrontal inhibition-related activity with inhibitory control training (Chavan et al., 2015; Hartmann et al., 2015; Manuel et al., 2013). As already presented in the previous literature, a decrease in functional activity putatively follows from neural sharpening mechanisms consisting of the exclusion of task-unspecific activity to increase the efficiency of the inhibition process. Our finding could likewise be accounted for by an automatization of the inhibition process in the Complex but not Simple training group: because of the very simple rules of the simple task, it would have been already automatized at the end of the 50 min practice of the pretraining session (Chavan et al., 2015; Hartmann et al., 2015; Manuel et al., 2013). Such a decrease in prefrontal involvement with executive training has been regularly observed in studies on planning (Beauchamp et al., 2003), working memory (HempeÌ et al., 2004) or switching (Jimura et al., 2014) tasks. For example, diminished N2 amplitude along with a reduced RT interference effect have been associated with improved interference resolution mechanisms, assuming a shift from controlled to automatic response modes (Millner et al., 2012).

Finally, the spatiotemporal loci showing the interaction corresponded to domain-general areas, late-latency medial and lateral areas activity have been repeatedly pointed out for EC across tasks ranging from switching tasks (Menon and Uddin, 2010), n-back tasks (Buschbuehl et al., 2014) to flanker tasks (Berron et al., 2015). This pattern corroborates previous findings that training with a complex task results in larger modification of global, domain-general areas than training with simple tasks.

4.3. The complexity of the training task did not influence generalization patterns

Regarding the transfer effects, we hypothesized that training with a complex Go/NoGo task would result in a larger transfer of the training effects to untrained tasks because it would more strongly solicit—and thus modify—domain-general executive control processes.

Our result did not confirm this hypothesis. The Complex training resulted in equivalent improvement of the transfer tasks with the two other groups on the untrained Eriksen flanker and the Switching tasks. This finding indicates a high selectivity of the effect of training on the trained task; mere retest effects accounted for most of the observed change in performance between the pre- and posttraining session. Just after the training period, the absence of transfer was indeed not only observed for tasks sharing only distant cognitive components with the trained tasks (i.e., the Simon and Trail making tasks) but also for tasks whose key cognitive components were directly trained in the Complex group but not in the Simple training group (the Eriksen flanker and the Switching task). As a positive control for this interpretation, the Simple group, which was only trained with a task identical to the Go/NoGo transfer task (except the stimuli), was only showing improvement at that task.
Fig. 4. Electrical neuroimaging analyses: Group = Complex versus Simple; Time = Pre versus Post; Stimulus = Go versus NoGo. A. An exemplar group-averaged ERP waveforms (Fz) is displayed for the two groups and two conditions for each stimulus separately. B. Results of the ERP Group x Time x Stimulus interaction on the ERP waveforms. The percentage of electrodes showing a significant interaction ($p < .05$) is displayed for each time point of the epoch. The period of interest (POI) with an interaction for $> 10\%$ during $> 22$ ms of the electrodes is highlighted in red. The electrodes showing the interaction over the POI are represented in red on a flattened EEG cap, nasion upward. C. The results of the statistical analyses of the sources estimations averaged over the POI and following the same ANOVA design as for the analyses in the sensor space are displayed on a template brain. Bar graphs represent the averaged ($\pm$SD) electrical activity of each cluster (cluster 1: left insula and left inferior frontal gyrus 1 in orange; cluster 2: superior frontal gyrus, medial frontal gyrus and anterior cingulate in green) for each condition.
Together with previous evidence for very limited (if any) transfer of EC training (Berkman et al., 2014; Enge et al., 2014; Thorell et al., 2009) our result supports ‘chunking’ or ‘template’ theories of learning (Gobet and Simon, 1996; Simon and Chase, 1973) wherein functionally parcellated neural ensembles support specific tasks even though they may overlap spatially on the cortex (Neumann et al., 2016). Accordingly, and compatible with our functional results, training with a specific task would modify the ‘template’ involved in the task without affecting global, domain-general networks (Barbey, 2018). Our observed lack of generalization is also in line with our interpretation of the behavioral results as reflecting a rapid automatization of performance during the Complex training task. Task automatization is indeed characterized by a switch from controlled top-down to bottom-up response strategies driven by the direct triggering of task-relevant processes by the stimuli (Spierer et al., 2013 for review). The effects of automatization are thus highly specific to the trained tasks and conditions and such training-induced changes typically do not influence domain-general executive processes (Blacker et al., 2017; Gobet and Simon, 1996; Simon and Chase, 1973).

Future studies should examine whether the transfer tasks actually involve a brain network partly overlapping with the network underlying the training tasks, and if the training intervention also modifies functional activity during the transfer tasks; such analyses would allow examining whether the absence of transfer in our behavioral results was however associated with different plastic modifications.

4.4. Transfer effects manifested during the retention session

With regards to the persistence of our effects, the Simple group remained better than the Control and the Complex groups on the untrained Go/NoGo task five days after the end of the training. This result is in line with previous findings for long-lasting effects of working memory training (after three months in Jaeggi et al., 2011; after two to six months in Pugin et al., 2014) and Go/NoGo training (after one week in Houben et al., 2011). Surprisingly, a new pattern of results emerged at retention for the Simon task. The Group x Session interaction at the retention session was driven by better performance in the two training groups than in the Control group. In other words, the training regimen led to a delayed transfer effect on automatic stimulus-response associations conflicting between perceptual and motor representation. This delay could be accounted for by the time needed to consolidate motor memory as demonstrated in studies highlighting the valuable role of time (Lugassy et al., 2018) and sleep (King et al., 2017) in memory consolidation.

5. Conclusion

Overall, we demonstrated that extensive executive training with a complex task involving multiple control components has effects highly specific to the trained tasks, even in the presence of differential functional effects within domain-general prefrontal brain areas. Our collective results thus corroborate recent meta-analyses, suggesting very limited, if any, transfer effects of ‘brain training’ interventions (e.g., Sala and Gobet, 2018), and question the utility of such approaches to improve general cognition and daily functioning.

Declaration of interests

The authors declare no competing interests.

Acknowledgments

This work was supported by grants from the Swiss National Science Foundation (Grants #32003B_156854 and #320030_175469 to LS). We thank David Nicolas, Lionel Constantin and Benjamin Aebscher for their help with the data collection. The Cartool software (https://sites.google.com/site/cartoolcommunity/) has been programmed by Denis Brunet, from the Functional Brain Mapping Laboratory, Geneva, Switzerland, and is supported by the Center for Biomedical Imaging (CIBM) of Geneva and Lausanne. The STEN toolbox (http://doi.org/10.5281/zenodo.1164038) has been programmed by Jean-François Knebel and Michael Nottet, from the Laboratory for Investigative Neurophysiology (the LINE), Lausanne, Switzerland, and is supported by the Center for Biomedical Imaging (CIBM) of Geneva and Lausanne and by National Center of Competence in Research project “SYNAPSY – The Synthetic Bases of Mental Disease”; project no. S1AU_40_125759.

Appendix A. Supplementary data

Supplementary data to this article can be found online

References


