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Editorial
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Imaging is all!
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The human is an animal with a strong relationship to 
visual perception. Maybe that is the simple reason why we 
“believe” what we see more than what we hear.

In medicine image based diagnostics are an estab-
lished part of modern treatment procedures. Especially 
tomographic imaging methods reproduce reality with a 
high density of information in a spatial reference system. 
Nevertheless, this high density of information includes 
a drawback for the data consumer. The separation of 
useful and negligible information is difficult. The reasons 
besides the mentioned density are imperfect screens, 
resolution limits, signal noise from different data process-
ing steps, artifacts and background knowledge of varying 
levels of the user.

The articles in this special issue propose different 
ways to make the essential information visible. The para-
meter optimization of the image acquisition step itself 
for instance has enough degrees of freedom to improve 
the quality of the resulting images (Suttmeyer et al. [6]). 
The article by Feng et  al. [1] deals with the problem of 
moving objects like a beating heart. The authors address 
the processing step after raw data acquisition and dem-
onstrate that there is still room for improvement. Another 
topic concerns the huge amount of data that the end user 
receives. Finding the significant anatomical structure in 
an automated way is still the subject of research after many 
years. Four articles accepted this challenge and propose 
specialized methods to reduce the diagnostic workload 
for the involved physicians. Salman Al-Shaikhli et al. [3] 
introduce a new method based on constrained Mahalano-
bis distance to automatically identify liver structures 
in 3D. Tumor detection in the brain could be supported 
by a fully automatic approach developed by Salman Al-
Shaikhli et al. [4]. The article describes a two-step method 
based on classification and segmentation using sparse 
coding and dictionary learning. The team of Wang et al. [7] 
took another way to identify brain structures by proposing 
a particle swarm-based approach in three different vari-
ants. The last article on this topic uses tomographic data 
as a basis. In 2D pictures the segmentation of lesions in 
the eye also needs high processing efforts [5]. Santhi et al. 

proposes and compares combined region growing algo-
rithms to detect different types of lesions in the eye.

Not only algorithms can help to overcome imaging 
challenges the protection of the patient and personal 
against harm during image acquisition sessions is also the  
subject of ongoing research. An interesting approach con-
cerning this topic is presented by Luo et al. [2]. The appli-
cation of high dielectric material could protect the fetus 
of pregnant women during magnetic resonance imaging 
(MRI).

To summarize this overview about the imaging topic: 
general solutions for automatic classification or segmen-
tation questions will not be available in the future. In fact 
every special diagnostic task needs its own algorithm or 
approach. The complexity of the proposed solutions is 
increasing. Multistep and combined algorithms are state 
of the art. The predictability of methods in an altered envi-
ronment is limited. This means from my point of view that 
we need:

 – clear and comprehensible description of solutions,
 – a medical validation as close as possible to practice,
 – the possibility of repetition of validations and their 

publication

With developing imaging hardware and computer tech-
nology we will be able to improve the imaging field into 
the future. I personally expect very strong driving forces 
and new questions from the medical big data initiatives. 
The fascination in the field of imaging research is already 
here as can be seen in the articles.
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