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S U M M A R Y
The topography of the core–mantle boundary (CMB) is directly linked to the dynamics of
both the mantle and the outer core, although it is poorly constrained and understood. Recent
studies have produced topography models with mutual agreement up to degree 2. A broad-band
waveform inversion strategy is introduced and applied here, with relatively low computational
cost and based on a first-order Born approximation. Its performance is validated using synthetic
waveforms calculated in theoretical earth models that include different topography patterns
with varying lateral wavelengths, from 600 to 2500 km, and magnitudes (∼10 km peak-
to-peak). The source–receiver geometry focuses mainly on the Pdiff, PKP, PcP and ScS
phases. The results show that PKP branches, PcP and ScS generally perform well and in a
similar fashion, while Pdiff yields unsatisfactory results. We investigate also how 3-D mantle
correction influences the output models, and find that despite the disturbance introduced, the
models recovered do not appear to be biased, provided that the 3-D model is correct. Using
cross-correlated traveltimes, we derive new topography models from both P and S waves.
The static corrections used to remove the mantle effect are likely to affect the inversion,
compromising the agreement between models derived from P and S data. By modelling
traveltime residuals starting from sensitivity kernels, we show how the simultaneous use of
volumetric and boundary kernels can reduce the bias coming from mantle structures. The joint
inversion approach should be the only reliable method to invert for CMB topography using
absolute cross-correlation traveltimes.

Key words: Inverse theory; Body waves; Seismic tomography; Wave scattering and diffrac-
tion; Wave propagation.

1 I N T RO D U C T I O N

The core–mantle boundary (CMB), is the strongest discontinuity in
the earth interior, and it separates the solid mantle from the fluid
outer core. Its topography is very likely related to both the ther-
mal/compositional/viscosity structure and the associated convec-
tion of the mantle (Forte et al. 1995; Soldati et al. 2012, 2013), and
also to the properties of the outer core, where vigorous convection is
believed to generate the earth magnetic dynamo (e.g. Jackson et al.
1993). A number of studies, starting with Morelli & Dziewonski
(1987), have mapped the CMB topography based on compressional
wave traveltimes, while others (e.g. Li et al. 1991; Ishii & Tromp
2001) have inverted observations of eigenfrequency splitting, to fo-
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cus on normal modes that are sensitive to the CMB. Most ray-based
models feature a similar degree-2 pattern with peak-to-peak topog-
raphy of a few kilometres, although a shorter wavelength structure
is more difficult to constrain, as for volumetric tomography. Sev-
eral studies have indicated a discrepancy in the CMB structure
as mapped by core-refracted (various branches of the PKP phase)
‘versus’ core-reflected seismic waves (e.g. Boschi & Dziewonski
1999; Vasco et al. 1999; Soldati et al. 2003), which has cast some
doubt on the validity of CMB maps derived from these data. Soldati
et al. (2012), however, showed that the discrepancy is significantly
reduced if the inverse problem solution for CMB topography is
required to be coupled with the seismic structure in the mantle
according to the theory of Forte et al. (1995).

The seismically slower fluid outer core and the complex 3-D
structures above this region are the cause of triplication, caus-
tics, scattering and attenuation, and these prevent the obtaining
of good quality global seismic data; that is, with sufficient signal-
to-noise ratio (Valenzuela & Wysession 1998). The few broadband
observations available are normally clustered in particular regions,
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as, for instance, in the studies of Thorne et al. (2007) and Vanacore
et al. (2010). From the installation of dense acquisition grids, such
as the USArray (e.g. Garnero 2006), we can have access to a large
amount of data for global/regional deep-mantle studies. These data
can be used in conjunction with full numerical wave propagation
algorithms (e.g. Peter et al. 2011) to feed gradient inversion tech-
niques, with the help of the adjoint method (e.g. Tromp et al. 2005;
Fichtner et al. 2008) for the calculation of frequency-dependent
sensitivity kernels. For spherically symmetric background models,
the work of Nissen-Meyer et al. (2008) provides a spectral element
code that can be used to solve the wave equation down to a 5–10 s
period with reasonable computational resources. This allowed us to
compute the boundary sensitivity kernels for the 1-D background
models in an efficient manner (Colombi et al. 2012), compared
to other more expensive techniques for 3-D models (e.g. Liu &
Tromp 2008; Fichtner et al. 2009). So far, only Lawrence & Shearer
(2008) has constrained the upper-mantle discontinuities, following
a similar, although ray theory-based, approach. One possible way
to discriminate which among the various CMB-sensitive phases are
best to constrain the topography is through sensitivity studies of
the CMB phases using synthetic data calculated with large spec-
tral element simulations through various topographic CMB mod-
els (Colombi et al. 2012). Core reflections (PcP, ScS) and core
diffraction (PKP) provide better images of the CMB topography,
while diffracted waves perform poorly. In contrast to differential
traveltime measurements, like PmKP − PcP from Tanaka (2010),
absolute traveltimes suffer the disturbing effects of the crust and
mantle. The appropriate correction of these effects is key to the
success, and this is a central challenge for such studies. Static
corrections calculated through ray tracing are the most common
method, and many databases (e.g. Ritsema et al. 2011) have been
released along with the residual traveltime corrections for the crust
and mantle structures. Although potentially capable of solving this
issue, the simultaneous joint inversion (e.g. Vasco et al. 1995) has
never been used in CMB studies. As it requires good data cover-
age, it has been applied more frequently in exploration seismology
(Hobro et al. 2003), although without accounting for finite-
frequency sensitivity.

In this paper, we implement the volumetric and boundary sen-
sitivity kernels first introduced in Colombi et al. (2012) in an in-
version scheme that relies on spherically symmetric background
models. In Section 2, we discuss the implications of CMB topog-
raphy on wave propagation, and we present various synthetic data
sets for the P and S phases, used for testing and for benchmarks.
Section 3 deals with the formulation of the matrix inverse prob-
lem for a single class of parameters (topography anomaly) or for
the simultaneous joint inversion of the volumetric and boundary
anomalies. Section 4 contains a suite of synthetic inversions for
the variation of the topography, dominant period, parametrization
and seismic phase. We also address the problem connected to the
simultaneous effect of 3-D mantle plus topography when using an
automated measuring technique for cross-correlation, and we anal-
yse the effects of the source–receiver distribution. In Section 5, we
make use of our algorithm to invert an actual data set that con-
tains various phases, and we discuss the analogies and similarities
with other studies, and the geodynamic implications. Finally, we
use volumetric sensitivity kernels to try to discriminate between
the mantle and the boundary contributions, and we argue that a
joint inversion can resolve this trade-off. To complete this study,
an Appendix details our approach to the solution of the inverse
problem.

2 G L O B A L S Y N T H E T I C WAV E F O R M
DATA B A S E

2.1 Global wave propagation

The Earth is a heterogeneous body that is characterized by strong
discontinuities that cause significant complexities in the wavefield.
At the global scale, the phenomenon of seismic wave propagation
is well explained by linear elastodynamics theory. The presence
of a fluid outer core is modelled by coupling the acoustic wave
equation with the elastic wave equation through transmission con-
ditions at the CMB (Komatitsch & Tromp 2002a; Nissen-Meyer
et al. 2007b). These interface conditions are crucial for the deriva-
tion of the boundary sensitivity kernels with the approach of Dahlen
(2005), using Born theory (Dahlen & Tromp 1998). At first order,
spherical symmetric background models, such as the Preliminary
Reference Earth Model (PREM; Dziewonski & Anderson 1981),
contain all of the major discontinuities, and depth-dependent me-
chanical properties are sufficiently accurate for the computation of
sensitivity kernels.

The effects of the earth rotation, gravitation and of the oceans,
are all negligible at the seismic period (20–10 s) and the geographic
scale length (20◦–180◦) considered in this study (Dahlen & Tromp
1998; Komatitsch & Tromp 2002b). Effects of the earth ellipticity
are accounted for by applying a linear correction to the data, as
shown by Dziewonski & Gilbert (1976). The seismic event is intro-
duced in the wave equation in the form of a source–time function
that is applied to the moment tensor M, which contains information
about the radiation pattern of the rupture. To highlight the structural
effects of this methodology, we only consider explosive events for
P waves, or dipoles (e.g. dip-slip) in the case of S waves.

2.2 CMB topography

Most published models of CMB topography share the same degree-2
pattern, as in Soldati et al. (2012) and Tanaka (2010). The struc-
tures are in the order of a few thousands of kilometres, while smaller
features are difficult to constrain, for several reasons: lack of cov-
erage, noise and ray theory flaws. The sensitivity of seismic waves
scales as a function of their frequency. Higher frequencies should
be more sensitive to smaller topography (with respect to the lateral
length scale). We determine whether a medium-to-small (∼600 ÷
1000 km) topography at the global scale can be constrained success-
fully with 20 or 10 s dominant periods that amount to a length scale
over the wavelength (hereafter abbreviated with γ ) ratio of ∼3 ÷
10. If this is the case, it means that current models can be retrieved
with much longer period signals, or vice versa, that with shorter
period data and good coverage, existent CMB maps may be refined.
We use two different anomaly patterns to determine whether posi-
tive/negative topography (Fig. 1f) introduces some bias with respect
to the easiest case (Fig. 1e), where only positive topography was
inserted. The magnitude, which is chosen according to previous es-
timates (see Koelemeijer et al. 2012, for a review of the models), is
between 5 and 10 km from peak to peak. Figs 1(e) and (f) show that
the topographies inserted into the model lie within the small per-
turbation regime. Smaller topography values could be potentially
retrieved as long as we can measure data with a sufficient signal-to-
noise ratio and periods �10 s. This is only true as long as one can
efficiently account for the effect of the overlying 3-D structure that
for such a small value of topography may introduce a strong bias as
it is shown in Section 6.
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Figure 1. (a) Ray path for the CMB seismic phases considered in our
database. (b–d) Source–receiver layout for, respectively, the PcP, Pdiff and
PKP + PcP phases. The red dots show the stations, and the stars represent
the events. The spacing between each station is 1◦ in both directions for
PKP and PcP, and 2◦ for Pdiff. (e and f) Two CMB map views: a bell-shaped
topography is obtained by projecting a Gaussian distribution, and its first
derivative, along one major arc. For each spectral element simulation, we
modify the lateral extension and magnitude of the topography. A sample of
the scale used to define the extension is plotted next to the topography.

Table 1. The number of usable traveltime observations (N�t( · ))
for each of the inversions upon the topography size and dominant
period. PKP represents PKIKP + PKPbc.

Phase topography Model N �t(10 s) N �t(20 s)

PcP ∼1000 km × 10 km PREM 3561 2691
PcP ∼600 km × ±5 km PREM 3321 2411
ScS ∼1000 km × 10 km PREM 4385 3657
ScS ∼600 km × ±5 km PREM 4185 3375
Pdiff ∼1000 km × 10 km PREM 2988 None
Pdiff ∼2500 km × ±5 km PREM 2718 None
PKP ∼1000 km × 10 km PREM 2532 1825
PKP ∼600 km × ±5 km PREM 2347 1762
PcP ∼1000 km × 10 km 3-D 9450 7459
PcP ∼600 km × ±5 km 3-D 8610 6753

2.3 Selected seismic phases and acquisition grid

Our synthetic database contains several data sets (Table 1), and
is an extension of that introduced in Colombi et al. (2012). The
software SPECFEM3D GLOBE (Komatitsch & Tromp 2002a) was
used to calculate the perturbed and unperturbed waveforms with an
accuracy down to a period of 10 s. The perturbation consists of an
anomaly δr (positive or negative) of different magnitudes, shapes
and lateral length scales superimposed on the native global mesh
(Figs 1e and f) at the CMB. The mantle is approximated either with
the PREM (Dziewonski & Anderson 1981) or with a 3-D model
(Ritsema et al. 2011).

Traveltime residuals are calculated with cross-correlations, ap-
plying the procedure described in Colombi et al. (2012). The output
of this operation is a traveltime residual map �t(θ , φ) for each
seismic phase and earthquake, which is pass-band filtered at the
desired dominant period (in this study, 10 or 20 s). The cross-
correlation is applied on a time window that is centred at the pre-
dicted arrival of the phase considered, and calculated using TauP-2.0
(http://www.seis.sc.edu/software/TauP/ ). For explosive sources, we
consider only the vertical components of the seismogram, while for
those generating S waves, we look at the transverse component
(ScS).

The database used in Colombi et al. (2012) contains only PcP and
Pdiff, while here, to broadly cover the spectrum of energy partitions
at the CMB, we also calculated the PKP branches and the ScS. The
ray paths of the phases used are shown in Fig. 1(a).

The PKP branches and PcP have been used in several studies
to constrain the CMB topography (Morelli & Dziewonski 1987;
Soldati et al. 2003, 2012; Sze & Van der Hilst 2003), or the small-
scale structure of the lower mantle (Lay & Garnero 2004; Vanacore
et al. 2010) in local or regional studies. Tanaka (2010) consid-
ered differential traveltimes from PmKP − PcP to eliminate the
mantle effects. As these parameters require more than double the
CPU time, they will not be considered here. The use of Pdiff is not
that common, because modelling Pdiff correctly using ray theory
requires the measure of the onset time, and hence high frequencies
(e.g. Richards 1973), which are not present in diffracted waves (e.g.
Valenzuela & Wysession 1998). Global data from the ScS phases
are available from the study of Ritsema et al. (2011), although these
data had yet to be inverted for CMB topography. S-wave reflections
appear to be easily identifiable at longer periods (10 s), because of
the higher reflection coefficient at the CMB than the PcP. These
phases have very different propagation paths, as seen in Fig. 1(a).
To capture them correctly, we arranged the source–receiver layout
in different ways upon the corresponding epicentral distance.

http://www.seis.sc.edu/software/TauP/
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Colombi et al. (2012) carried out an extensive broad-band anal-
ysis for multiple frequencies over the PcP and Pdiff data (see, for
instance, figs 8–10 of Colombi et al. 2012). While for the ScS data
the sensitivity is very similar to the PcP (provided that we consider
the same wavelength and hence different periods), interesting re-
sults are obtained from PKP branches. Especially for PKIKP, the
sensitivity kernels look very similar to those of PcP and ScS, even if
they are double-sided due to their different entry and exit points. The
residuals for one of the source–receiver configurations are shown in
Figs 2(b) and (c). These are measured from the vertical components
for the PKIKP and PKPbc phases that were filtered at the 10 s dom-
inant period. If infinite frequencies were used, the magnitude of the
residual traveltime would be approximately half of that expected
for PcP (e.g. Morelli & Dziewonski 1987), because the sensitivity
is partitioned into two sides (Colombi et al. 2012), for an equal
anomaly δr. The reason why only PKIKP carries a strong signature
in our experiment is twofold: as Fig. 2(a) shows, the PKPbc ray
(blue) passes slightly off the topography because the take-off angle
is not as high as for PKIKP (red), which are sensing the anomaly
closer. Secondly, the sensitivity kernels show milder sensitivities
compared to PKIKP, which results in a smoothed effect. The resid-
uals for 20 s (not shown here) lead to similar considerations, even if

they are smaller in magnitude because of the frequency-dependent
sensitivity. It is reasonable to expect a similar behaviour when deal-
ing with SKS phases, which are not considered in the synthetic
database for computational reasons, although they are used for the
actual inversion.

2.4 Background models

Knowledge of the mantle structure is a pre-requisite to any CMB
topography study. The bulk of the database was calculated using
PREM as the background model, to highlight the topographic effects
first. To give a more realistic imprint for the PcP data, we also con-
sidered a recent 3-D mantle model. SPECFEM3D GLOBE embeds
the S- and P-wave models by Ritsema et al. (2011) (S40RTS+P12),
and hence it is feasible to simulate the effects of the full 3-D mantle
and CMB topography altogether (Fig. 3). The P velocity profile is
obtained by applying a scaling a depth-dependent factor dvs/dvp

between 1.25 and 4 (Ritsema & Van Heijst 2002) with respect to
S40RTS. Details on how these models are discretized can be found
in Komatitsch & Tromp (2002b). The topography patterns are the
same as those in Figs 1(a) and (b), paired with the PcP source–
receiver layout. The question whether discontinuity topography can

Figure 2. (a) Ray trajectory for the PKIKP and PKPbc leave the epicentre towards the stations with a different take-off angle. The map of the CMB shows the
topography (Fig. 1f) located beneath the source. The colour map on the receivers indicates the magnitude of the �t. (b and c) Residual traveltimes for PKIKP
and PKPbc, measured on the vertical component for the configuration in Fig. 1(e). The residuals are calculated with respect to a CMB with no topography.
The dominant period is 10 s, and the event was located at a depth of 100 km, on top of the topography.
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Figure 3. The vp structure of the S40RTS+P12 model discretized to re-
solve waves down to 10 s with the topography inserted at the CMB, after
removing one of the cubed sphere chunks characterizing the SPECFEM3D
GLOBE mesh. This configuration is used to reproduce the joint effects of
the topography and the 3-D mantle.

be mapped also in the presence of realistic mantle perturbations can
be addressed in a straightforward way. For each source–topography–
receiver configuration, we run one simulation with PREM, another
with only the 3-D mantle, and another with the 3-D mantle plus the
topography, while the pure effect of the topography was calculated
in Section 2.3. If the mantle has little influence on the measure-

ments, the effects of the topography remain more or less the same.
We used cross-correlation to measure the traveltime residual �t topo

PREM

for PcP. We explained in Section 2.3 how �t topo
PREM is measured, and

we add the subscript PREM here as a reminder that a 1-D back-
ground model was used. Here we extend this procedure to:

(i) �tnotopo
3-D is the traveltime residual due solely to S40RTS, with

respect to the PREM;
(ii) �t topo

3-D is the joint effect of the CMB topography plus the
mantle traveltime residual, with respect to the PREM.

If the mantle does not affect the measurement of the �t topo
PREM, the

following relationship holds:

�t topo
PREM � �t topo

3-D − �tnotopo
3-D . (1)

Fig. 4 shows the result of this analysis for the PcP case. At first
sight, the effects of the 3-D mantle structure have a large effect
on �ttopo, although considering that the magnitude of �tnotopo

3-D is
up to 10-fold greater than �t topo

PREM (from the ratio measured while
exploring the database), the results obtained are good overall. The
topography produces a maximum residual predicted by ray theory, of
∼0.15 s km−1 for the PcP phase. Because of the limited extension of
the topography and the frequency-dependent sensitivity, this value
is considered as a theoretical threshold hence our measurements
will be smaller. �ttopo in Fig. 4(b) is obtained by applying eq.
(1). The difference between this latter and the reference �t topo

PREM

(Fig. 4a) is shown in Fig. 4(c). The strongest component of the
signature is correctly retrieved (white stripe in the middle), while
smaller magnitude residuals appear around the darker area. This
might be considered as part of the error, either due to the automated
measuring strategy or coupled to the effects of the topography and
the 3-D mantle. In Section 4, we show that this small error does

Figure 4. (a) The reference �t calculated with the 1-D mantle model. (b) The traveltime residual maps induced by the CMB topography calculated applying
eq. (1), using the synthetics computed for a 3-D mantle. (c) The difference between the reference in (a) and the 3-D-mantle-influenced residuals in (b). (d) The
topography was located beneath the centre of the grid and the event (red star) at (0◦N, 70◦E).
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not compromise the results of the inversions. During the tests at
different frequencies, we observed an increasing number of outliers
(i.e. residuals with unfeasibly high magnitudes) for the smaller
dominant period. This was probably due to the occurrence of cycle
skipping (Virieux & Operto 2009), an anomalous phase difference
between reference and perturbed seismograms that induces cross-
correlations to fail. We manually excluded these from the analysis
in Fig. 4. The threshold was set the same as the dominant period of
the data considered (in this case dt < 10 s).

3 T H E I N V E R S I O N A L G O R I T H M

We use the approach developed in Colombi et al. (2012) to compute
the sensitivity kernels for each source–receiver pair used for the
inversion. The inverse problem is then solved with a standard sparse
matrix inversion. The procedure remains identical for synthetics and
actual data inversions.

3.1 Waveform boundary sensitivity kernels

The central point of the study of Colombi et al. (2012) was the
implementation of an efficient method to compute sensitivity ker-
nels based on 1-D reference models on the Born approximation,
such that the traveltime sensitivity to the boundary perturbation is
defined by the following integral:

�t =
∫

�

δr (x) Kd (x) dx2. (2)

Sensitivity kernels for each source–receiver pair are then expanded
on a set of i = 1, . . . , N base functions ϕi. Choosing ‘pixel’
parametrization as described by Boschi & Dziewonski (1999), with
the local base functions that take unitary values only in a pixel, re-
duces eq. (2) to a simple scalar product between two vectors (making
use of the Einstein summation convention):

�t = Gi δri . (3)

Clearly, this holds for one specific event–topography–receiver con-
figuration contained in the database associated with the traveltime
anomaly �t. The difference between ray theory and finite-frequency
tomography lies in the construction of Gi [see Tape et al. (2006)
or Peter et al. (2007) for further details on these analogies]. The
integral that appears in eq. (2) is solved by a quadrature with the
trapezoidal rule (Quarteroni et al. 2007), which after discretization,
amounts to a simple element-wise product:

Gi = Ki Ai , (4)

where Ai is the ith pixel area. This approximation holds as long
as the pixel size is small enough to sufficiently replicate the kernel
pattern (see Fig. 6). If our database contains j = 1, . . . , M traveltime
observations that we collect in a residual traveltime vector �t, the
linearized inverse problem takes the following (matrix) form:

�t = G · δr, (5)

where G is an M × N matrix, and each row Gi corresponds to
one discrete sensitivity kernel (3). The model update vector δr can
be computed easily when G is not too large, using a least-squares
method, which in its canonical form for mixed-determined problems
takes the following form (Boschi & Dziewonski 1999):

�r = (
GT · G + α2I

)−1 · GT �t, (6)

where the regularization term α helps to stabilize the inversion.
The correct value of this term is chosen by exploring the L-curves

(Fig. 5c). The sparse system is then solved with a conjugated gradi-
ent algorithm (Golub & Loan 1996). To further increase the smooth-
ness of the solution, it is also possible to damp the roughness of the
solution using an operator B, which when applied to m gives the
gradient of the misfit function (Boschi & Dziewonski 1999), and
the final form of (6) is:

δr = (
GT · G + α2

1I + α2
2B · BT

)−1 · GT �t, (7)

where α2 is the amount of roughness damping introduced in the
inversion. Our tomographic inversion is linearized, which is an ap-
proximation that is assumed by most global tomographic models.
Regardless of the method used to invert the matrix G, as will be
seen by our inversions, this is plausible for the small topographic
perturbations on the CMB. In this study, we do not consider a priori
information, data correlation matrices or a posteriori probabilities.
The Fréchet derivative of the misfit function projected on the resid-
ual vector associated with the traveltime tomography is calculated
as:

g = −GT �t, (8)

which gives information about the direction and the magnitude of
the model updates. The L1 norm of the columns of G gives the value
of the hit count and is typically used as proxy for the data coverage,
such as ray plot in the case of ray-based tomography. The L1 norm
in Fig. 5(b) can be compared with the hit count in Fig. 11(e), to
appreciate the more uniform coverage provided by finite frequency.
Because the residuals used for the inversions cover only a small
area of the CMB, as the diagonal of the coverage indicates, the
addition of the damping term α1 makes the system solvable also in
the case α2 is set to 0 (i.e. this indicates that unconstrained pixels
have no variations, hence δr = 0), although in most of the synthetic
inversions N � M.

3.2 Continuous versus discrete kernels

The term ‘continuous’ here indicates that the mesh on which the
kernel is calculated is much finer than the inversion mesh. The
transition from continuous to discrete is illustrated in Fig. 6, where
a sensitivity function K (x) for the PcP phase is projected onto the
inversion grid that is made of equal-area pixels. Fig. 6 highlights
a key point of the inversion strategy: if the size of the inversion
grid is not sufficiently small, the topology of the kernel is lost, as
it is shown in Fig. 6(d). As demonstrated by Panning et al. (2009),
using volumetric kernels, the size of the first Fresnel zone is directly
related to the anomaly length scale we want to map. Along with the
data coverage, this factor drives the choice of the inversion grid. We
investigate the implication of these parameters in Section 4. For the
synthetic inversion, we use various inversion grid parametrizations:
2◦-, 3◦-, 5◦-sized pixels. Depending on the size of the first Fresnel
zone, different parameterizations can have different effects on the
results. As a general rule, we state that 2◦ and 3◦ work fairly well
for PcP, ScS and PKP, and 5◦ is insufficient. As the Pdiff sensitivity
is larger, this allows us to use up to 5◦ large pixels. The number
of model parameters given by each parametrization and the phases
suited for each pixel size are summarized in Table 2.

It is not only the number of parameters that determines the time
to solve the system (5), but also the size of the non-negligible sensi-
tivity that dominates the sparsity of G. The number of observations
depends on the seismic phase, the topography and the dominant
period used to filter the seismogram. For the same input topogra-
phy, shorter periods are more sensible and, therefore, lead to higher
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Figure 5. Various features of the inversion strategy for the PcP data set. (a) Gradient of the misfit function to be minimized with the inversion. The gradient,
as eq. (8), contains information about the magnitude and direction of the model updates. (b) L1 norm of the columns of G which is used to explore the data
coverage. (c) The L-curve employed to trim the damping parameter α1 that is used to stabilize the inversion of the system in (6).

Figure 6. (a) Sensitivity kernel for the PcP phase at 50◦ epicentral distance
for an explosive event with a 20-s dominant period. (b–d) The same kernels
expanded on inversion grids with 2◦, 3◦ and 5◦ large pixels, respectively.
The pixel are constructed on an equal-area basis on a spherical surface.

Table 2. Depending on the size of the sensitivity area, different
pixel sizes might be suited. We summarize here the parametriza-
tion that is best suited to our inversions.

Grid size Model parameters Phases suited

2◦ 10 316 ScS, PcP, Pdiff, P K P, SK S
3◦ 4592 ScS, PcP, Pdiff, P K P, SK S
5◦ 1656 Pdiff

number of observations. Table 1 summarizes the number of syn-
thetics that are inverted in the next section.

3.3 Volumetric and boundary sensitivity: the joint
approach

A seismic waveform anomaly δu is associated with volumetric δv

and boundary δr perturbations, through the corresponding volumet-

ric and boundary sensitivity kernels K̃v and K̃d :

δu(t) =
∫




δv K̃v(x, t) dx3 +
∫

�

δr K̃d (x, t) dx2. (9)

In this section, we focus on the volumetric term and couple its
discrete form with the boundary sensitivity that was previously
computed. Assuming an isotropic elastic earth, and fulfilling the
approximation introduced in Colombi et al. (2012), we can relate the
waveform perturbations for volumetric heterogeneities to material
properties using: density ρ, Young’s modulus λ and shear modulus
μ. The volumetric sensitivity kernels calculated for the frequency
domain by Nissen-Meyer et al. (2007a) can be computed for the
time domain, and they can be written as follows:

K̃ρ(x, t) = ∂t
→
u ∗ ∂t

←
u ; (10a)

K̃λ(x, t) = tr (
→
E) ∗ tr (

←
E); (10b)

K̃μ(x, t) = →
E ∗ ←

E. (10c)

All of the terms appearing in eq. (10) were correctly described
in Colombi et al. (2012), including the concept of backwards and
forwards fields. Following an analogous procedure, we transform
the waveform kernels K̃μ, K̃ρ and K̃λ to traveltime kernels in a
continuous form:

�t =
∫




[
δρ(x)Kρ(x) + δμ(x)Kμ(x) + δλ(x)Kλ(x)

]
dx3. (11)

As we compute wavefields that solve the elastic system using
AxiSEM (Nissen-Meyer et al. 2014), we follow the computational
outline introduced by Colombi et al. (2012) to calculate eq. (11). In
this framework, it appears particularly convenient for us to compute
the λ kernels Kλ, as this involves only scalar products. Kλ directly
expresses the sensitivity to vp, the P-wave speed, such that we can
consider the traveltime sensitivity in the following simplified man-
ner:

�t =
∫




δvp(x) Kvp (x) dx3. (12)

Other relationships between ρ, μ and vs can be found, for instance,
in Tromp et al. (2005). A few examples of Kvp can be found, for
instance, in Nissen-Meyer et al. (2014). In equivalence to the bound-
ary sensitivity, by choosing a set of i = 1, . . . , N base functions, ϕi
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and a ‘voxel’, eq. (12) reduces to a simple scalar product between
two vectors:

�t = Gi δvi , (13)

where δvi is now the P-wave velocity perturbation in the voxel i, and
Gi = Ki Vi, is obtained by quadrature (e.g. Quarteroni et al. 2007)
of the ith voxel volume Vi. If our database contains j = 1, . . . , M
traveltime observations that we collect in a residual traveltime vector
�t, the linearized inverse problem takes the following (matrix)
form:

�t = G · δv, (14)

where G is an M × N matrix, and each row Gi corresponds to
one discrete sensitivity kernel (eq. 13). Analogous considerations
relating to the differences between continuous versus discrete ker-
nels that were explained in Section 3.2 apply in the volumetric
case. The rectangular system in eq. (14) can now be inverted using
least-squares, with a procedure analogous to eq. (7), and with the
appropriate choice of norm and roughness damping. The discrete
equivalence of eq. (9) can easily be rewritten by combining the re-
sults from Section 3.1, to obtain the following linear system, ‘the
simultaneous joint inversion’:

�t = Gvp · δv + Gr · δr. (15)

In practice, each row of Gvp+r will have a number of columns that
amounts to the number of pixels plus the number of voxels; that is,
the global number of unknowns. The joint volume boundary inver-
sion grid is constructed such that the voxels at the level of the CMB
will exactly match the pixels of the CMB. A dimensional analysis of
the quantities in eq. (9), according to the expression of the forwards
and backwards fields, shows that Kvp is measured in s/m4, while
Kr is measured in s/m3, and thus the quantities in eq. (15) are cor-
rectly scaled and lead uniquely to a traveltime anomaly (e.g. Liu &
Tromp 2008; Colombi et al. 2012). However, the different magni-
tude of the sensitivity kernels can drive the inversion preferentially
in one direction. A number of studies have considered this prob-
lem and have suggested various solutions. Kennett et al. (1988) and
Greenhalgh et al. (2006) used a subspace method that seeks the
solution within each parameter space. Hobro et al. (2003) proposed
a simpler method that by scaling each class of model parameter,
eliminates the discrepancy between the different types of sensitiv-
ity. We chose this latter approach, because it is more intuitive and
it matches with our formulation of the joint sensitivity matrix. The
method requires the calculation of a normalization factor nc for
each class of parameter (in our case c = 1, 2) using the following
relationship:

nc =
√∑

i, j

[Kc]2
i j , (16)

where [Kc]ij are the entries corresponding to one type of sensitivity.
For the volumetric part, this will be the entries in the blue and
yellow regions, while those in green are for the boundary entries
(Fig. 7). The new sensitivity matrix is then obtained by dividing each
sensitivity kernel by the appropriate nc. This procedure regularizes
the gradient of the misfit function, thereby stabilizing the inversion.

4 I N V E R S I O N O F S Y N T H E T I C DATA

Combining the residual waveform data computed via the spectral
element simulations using SPECFEM3D GLOBE, as described in

Figure 7. The joint sensitivity matrix. The block in blue represent the rows
that are purely sensitive to the mantle, and are therefore associated to the
P phase; note the 0 where the columns associated with the CMB are. The
yellow represents the portion of the sensitivity associated with the mantle
for PcP, and the green, those associated with the CMB.

Section 2.3, and the inversion scheme discussed in Section 3, us-
ing the axial-symmetric solver, we can test the performance of the
inversion algorithm. We also compare it to ray-based inversions,
and check the applicability of our method despite the distortions
introduced by the presence of 3-D mantle structures. The amount of
data used by each inversion, and the number of model parameters
for each grid, are shown in Tables 1 and 2, respectively. An inter-
esting aspect of this approach is the possibility to obtain images for
different frequency bands. The residuals are calculated from syn-
thetics at 20- and 10-s dominant periods, and the sensitivity kernels
are computed accordingly. The sizes of the inversion grids are those
described in Fig. 6. The best damping factor α1 is adjusted using the
L-curve (Fig. 5c) calculated on the variance reduction introduced in
Boschi & Dziewonski (1999). For the synthetic inversion, we do no
make use of roughness damping, hence α2 = 0. The choice of α1

does not have an important role, because the model variations are
small and the noise is negligible; nevertheless α �= 0 is requested to
avoid matrix singularities. We will often relate the lateral extension
of the anomaly in terms of the wavelength γ . The images of the
model shown in this section are all calculated for a 3◦-large pixel
inversion grid.

4.1 How different phases sense the CMB

4.1.1 CMB topography with ScS/PcP

The inversion of PcP and ScS are performed in a similar fashion,
and for reasons of brevity, we show only the results obtained for
ScS, which are more easily recorded. Fig. 8 presents the inversion
results for the two different anomalies, with medium length (∼11γ

for ∼10 s; ∼4γ for 20 s) and small length (∼6γ for 10 s; ∼3γ for
20 s) scales. A vertical cross-section going through the topography
peak along a meridian (Figs 8d and h) helps to compare the inversion
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Figure 8. Synthetic inversion results using the ScS phase. (a) Input model inserted in SPECFEM3D GLOBE. (b) Recovered pattern using 3◦-spaced pixels at
a 20-s dominant period. (c) As for (b), but at a 10-s dominant period. (d) Value of the topography taken along the meridian cross-section (where the topography
is centred) for the different dominant period/pixel size. (e–h) As for (a–d), but for a different input model. The colour bar is in kilometres.
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output with the reference. The models with the larger lateral length
scale are sufficiently reconstructed for the 20-s case, despite the
expected amplitude reduction (Figs 8a–d); that is, the magnitude of
the topography/depression is smaller. The second input model has a
shorter length scale, and the reconstruction is acceptable when 10-s
kernels are used (Fig. 8g). The models with 20-s kernels are poor in
amplitude and lateral resolution; furthermore, the topography peaks
are slightly misplaced.

4.1.2 CMB topography with PKP

The PKP branches have been used in several studies to constrain
the CMB topography (Morelli & Dziewonski 1987; Soldati et al.
2003, 2012) or the structure of the lower mantle (Lay & Garnero
2004; Vanacore et al. 2010). These are characterized by double-
sided sensitivity; that is, on the entry and the exit points. The plots
of the sensitivity kernels show a first Fresnel zone of a size that is
comparable with that of PcP (see Colombi et al. 2012, for sample
images). Fig. 2(a) explains why we used only synthetic events lo-
cated right on top of the topography. The bulk of the measurements
is represented by PKIKP, because only few PKPab/bc residuals
have been obtained (see explanations in Section 2.3).

Fig. 9 presents the results for the inversion using the second input
model of the ScS/PcP case. We used a global map instead of a re-
gional map to determine whether mapping on the exit point occurs.
Positive and negative anomalies with a smaller lateral wavelength-
to-length-scale ratio are more difficult to retrieve at 20 s, and arte-
facts are introduced, while good results are ensured at the 10-s domi-
nant period, with an overall accuracy similar to ScS/PcP (Figs 9b–e).
The coverage is good enough, such that almost nothing is mapped
on the exit side of the PKIKP branch, except for a weak signal in
Fig. 9(b). The settings of this test resemble regional studies like
Vanacore et al. (2010), for instance, who used observations from
single or only a few earthquakes, assuming good sensitivity of this
phase over a relatively dense and closely spaced array of receivers.

4.1.3 CMB topography with Pdiff

The core-diffracted Pdiff waves do not carry as much information
for topography as in the case of ScS/PcP. We nearly doubled the
lateral length scale (∼18γ for 10 s) of the anomaly to obtain usable
imprints from the cross-correlation. In spite of this, the residuals
can be measured only for the 10-s dominant period waveform. The
kernels and inversions are therefore restricted in this case. The tomo-
graphic maps in Fig. 10 show poor reconstruction. This conclusion
can be drawn a priori by inspecting the magnitude of the residual
traveltimes,which is less than a tenth of the magnitude than the re-
flected or transmitted phases can provide (Colombi et al. 2012). The
impossibility of reproducing a topography of a significant lateral
length scale and consistent magnitude for higher dominant periods
prevents us from making frequency-dependent comparisons. Our
claim for this lack of sensitivity is:

(i) the non-negligible sensitivity surface is significantly larger
than that of the reflected phases;

(ii) the wave front healing effects cancel the effects of the
anomaly, as documented in Malcolm & Trampert (2010).

We conclude that the core-diffracted waves are not suited for CMB
topographic inversions, because they do not provide sufficient sen-
sitivity to the topography, in agreement with Colombi et al. (2012).

Figure 9. Topography inverted from the PKP branches. (b) Inversion output
for 20-s dominant period and different grid parametrization using PKIKP
recorded by the layout in Fig. 2 for the topography in (a). (c) As for (b), but
for a dominant period of 10 s. (d) Cross-section value along the meridian
passing through the centre of the topography, which shows how different
parametrization/dominant periods perform. The colour map is in kilometres.
To determine whether something was mapped on the exit point, we used
global projection, rather than regional projection.

4.2 Finite frequency versus ray theory

Since cross-correlation delay times have been found to remain linear
even in earth models characterized by relatively sharp heterogeneity
(e.g Mercerat & Nolet 2013), it is worthwhile to compare our finite-
frequency results to those of ray theory. We selected our shortest
period data set (10 s) for one of the topography models available,
and we use the residual traveltime for the ray theory code developed
by Soldati et al. (2012), which determines the CMB topography
models. Their inverse problem has been parametrized in a similar
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Figure 10. Inversion results using the Pdiff phase. (a) Input model inserted
in SPECFEM3D GLOBE. (b) Recovered pattern using 3◦-spaced pixels at
a 10-s dominant period. (c) The value of the topography taken along the
meridian cross-section (where the topography is centred) for the different
dominant pixel sizes. (d and e) As for (a and b), but for a different input
model.

fashion, but the iterative solver was LSQR of Paige & Saunders
(1982). The results show that ray theory reconstructs the anomaly
relatively well, provided that the inversion grid ensures sufficient
coverage. Looking at the hit count table in Fig. 11(d), we see that
coverage is missing in some areas, and the corresponding output
map is biased. This does not happen with finite frequency, because
the smoothing effect of the kernels produces smoother maps also
where the ray coverage is not perfect. This can be deduced by
looking at the L1 column norm of G in Fig. 5(b), where the coverage
with finite frequency appears more uniform (considering the same
data set).

This suggests that finite frequency might perform better than
ray theory on smaller pixel grids, or in other words, that finite

frequency with the same parametrization requires less data to simi-
larly constrain the model space.

4.3 Influence of source–receiver distribution and density

The source–receiver layout used for the previous test represents an
ideal case, which is rarely found in reality. However, our approach
allows the resolution and coverage capacities of the kernels to be
quickly verified. To do so, we now arrange the source–receiver
layout in various ways.

4.3.1 Acquisition grid coarsening

We eliminate records from the PcP database to reach 2◦, 4◦, 6◦ and
8◦ spaced receivers. The PcP data were used in this case because
the coverage with this phase was good, and so were the inversion
results. In the interest of conciseness, we do not show the results
for each model, but rather measure the L2 norm difference from the
input model:

χ =
∑

N

δr2
input − δr2, (17)

where the sum is intended over the inversion parameters δr = δri

with i = 1, . . . , N, and the input model is discretized over the same
grid. We show the result only for the topography in Fig. 8(e), as
this represents the most challenging case. Fig. 12 shows on the
y-axis the value of χ normalized over the initial misfit χ0, and,
therefore, the differences are interpreted in a relative sense. The
smoothing effect of the kernels helps to maintain a stable inversion;
however, for more than 4◦, the solution is not satisfactory any more,
as the magnitude and shape, in particular, are lost. The number of
observations is drastically reduced, and the stations with dominant
�t do not enter into the inversion. The degradation is slightly more
pronounced when the grid used has a smaller pixel, as shown by
Fig. 12(b).

4.3.2 USArray-like distribution

By virtue of symmetry, we can change our database; as it was cov-
ering North America, and we can select the stations close to their
actual USArray positions. We do not have the same flexibility for
the earthquake distribution, hence we select a subset, as shown in
Fig. 13. The input anomaly is the one in Fig. 8(a), and it represents
the most challenging test, using 10-s data. Although they are worse
than in Fig. 8, the shape and magnitude of the anomalies are rel-
atively well reconstructed. Note that this was possible only using
∼500 measurements, hence differences can be attributed to the re-
duced coverage of the data set and to a lack of cross-paths induced by
the prevalent south–north orientation of the source–receiver pairs.
In practice, a receiver distribution like USArray should be able to
reconstruct such features even better, because a larger number of
earthquakes covering a broader azimuth and area is available.

5 S E I S M I C DATA I N V E R S I O N

We now use our algorithm to invert the cross-correlated traveltimes
collected by Ritsema et al. (2011).This database includes ∼35 000
SKSac, ∼18 000 PKIKP and ∼9000 ScS phases. The number of
these last observations is too small to be used for an inversion of
ScS data only map, and therefore this is not shown. The data were
relocated and corrected for ellipticity. The crustal corrections were
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Figure 11. Ray theory inversion test. (a) Input model as used in Figs 8 and 9. (b) The ray theory model. The colour bar is in kilometres. (c) Meridian
cross-section. (d) The hit count map associated with each inversion parametrization.

Figure 12. Plot that depicts how the input model is reconstructed when
we turn off an increasing number of stations. Each colour corresponds to a
phase and a dominant period. The curves are computed for a 3◦ × 3◦ pixel
grid, for the input model of Fig. 8(e).

based on the model from Bassin et al. (2000), and were added to the
residual traveltime as static corrections. The regularization scheme
is based on norm and roughness damping to stabilize the solution
and to smooth out the variations. We base the choice of α1 and α2

on the L-curve analysis introduced in Fig. 5. The CMB topography
maps in Fig. 14 are combined with coverage maps that show the

Figure 13. USArray-like acquisition grid. (a) Acquisition grid and the earth-
quake distribution used for this test. (b) Output model that is produced by
inverting the data recorded from fictitious USArray stations. The input model
is that of Fig. 8(e).

regions where there is sufficient data coverage, and thus the results
are more reliable. The coverage is estimated using the L1 norm
of the columns of G. Thresholds are determined upon the results
of the synthetic inversions. We filter the spherical harmonic spec-
trum of the tomographic maps to eliminate noise at l > 10, where
l is the degree. Mantle corrections provided by the author and our
corrections implemented using the body waves in the database of
Ritsema et al. (2011) gave similar results. We used the former
to correct for mantle structures, such that the residual traveltimes
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Figure 14. CMB topography maps from S40RTS cross-correlated travel-
time data on a 3◦ × 3◦ grid filtered up to a spherical harmonic degree of
10. The contour lines isolate the regions where the data ensure sufficient
coverage. (a) Topography map obtained using SKSac data, and its relative
data coverage. The damping used is: α1 = 3 and α2 = 3. (b) Topography
map obtained using PKIKP data, and its relative data coverage. The damping
used is: α1 = 1 and α2 = 4. The colour bar for the topography maps is in
kilometres.

should then be approximately sensitive only to the CMB. The ef-
fects of the outer core on the PKIKP and SKS are assumed to be
negligible. The sensitivity kernels for the S-data are computed for a
dipole moment tensor at 18 s located at varying depths according to
20-km bins. The same period, but an explosive source, is used for the
P data. The vertical component of the velocity seismogram was used
for the SKS and PKIKP. We first observe that the coverage is suf-
ficient only along the Pacific rim. In the illuminated regions, we
recognize some similarities with other models (e.g. Soldati et al.
2012). The presumed presence of deep subduction results into a
depressed CMB (blue areas), especially in the PKIKP model. The
difference between Figs 14(a) and (b) indicate that resolution is
limited, which might be explained by reduced data quality or by the
difficulties inherent to the presence of heterogeneity throughout the
mantle, as discussed in the next section.

5.1 3-D mantle and topography

A classic way to account for the mantle effect on the traveltime
is to eliminate its contribution to the total traveltime anomaly, as
described by eq. (1) (static corrections). These corrections are cal-
culated from an a priori 3-D mantle model that should represent
the actual mantle as faithfully as possible (see also Section 2.4).

Figure 15. CMB inversion with the 3-D mantle correction according to eq.
(1). (a and b) Input models. (c and d) Tomographic output for 20-s data and
(e and f) the output model for 10-s data. (g) The meridian cross-section that
compares the results with and without the mantle effects.

If this is the case, and if the finite frequency effects are taken
into account for both the mantle and the CMB, the mantle effect
can be ruled out, as as shown in Fig. 15. For this example, we
used the synthetics corrected for the S40RTS mantle in Fig. 4. To
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Figure 16. (a) Input model. (b) Output model at 20 s after the incorrect mantle correction; that is, the mantle heterogeneity is underestimated by a factor of 2.
The colour bars are in kilometres.

estimate the errors that inaccuracies in the mantle model would
cause in our CMB maps, we conducted a test with the exaggera-
tion of the mantle bias. The synthetics are those associated with
the S40RTS model, but the mantle correction is now incorrectly
calculated after dividing the S40RTS data amplitude by 2 for eq.
(1). The result is shown in Fig. 16, where the input model is com-
pared with the biased output model (up to a factor 4 bias). Artefacts
appear because the mantle is mapped into the CMB. The error can
be caused not only by a biased mantle model, but in a finite fre-
quency context, also from the incorrect calculation of the frequency-
dependent traveltime misfit by cross-correlation. In other words, the
mantle correction applied to the CMB data must be calculated for
the same frequency for eq. (1) to be valid. Probably, the only valid
approach to tackle this problem of the mantle correction is through
a mantle plus CMB joint inversion, which is further discussed in
the next section.

6 O U T L O O K F O R J O I N T
V O LU M E T R I C - B O U N DA RY I N V E R S I O N

We next use the joint sensitivity that was introduced in Section 3.3,
to investigate how simultaneous joint inversion can improve the
CMB maps obtained previously. A qualitative way to determine
whether the delay due to the mantle on the CMB sensitive phases
can be isolated, is to reverse the modelling residual traveltimes due
to both the mantle anomalies and the CMB topography. Focusing
only on the P and PcP phases, we computed the sensitivity kernels
for the source–receiver pairs that experienced similar sensitivity
through the mantle in a simplified scenario. We computed Gvp for
the source–receiver layout of Fig. 1(d). We selected the source–
receiver pairs for which the epicentral distance was between 65◦

and 80◦. For this distance range, the volumetric sensitivity of the P
and PcP phases is similar for the first ∼1000 km depth (e.g. Liu &
Tromp 2008), and therefore an anomaly located in this area should
be sensed in a similar way. This idealized scenario is represented in
Fig. 17. A rapid anomaly that is inserted between 100 and 900 km
in depth and 45◦ × 45◦ in size is located directly above the positive
CMB topography of the type in Fig. 1(e), at a 30-km depth and
∼6000-km large. The receiver grid and the fast anomaly are centred

Figure 17. Portrait of the rapid mantle anomaly (δvp/vp = 0.02) in the man-
tle (blue section) located above the positive topography anomaly (30 km).
The black dots are the receivers that are distributed according to the layout
of Fig. 1(d). The events (not shown) also follow Fig. 1(d).

above the topography peak. In a second example, we move the fast
anomaly into the deep mantle between 1900 and 2700 km.

Using the procedure in Sections 3.3 and 4, we compute Kvp for the
P phases, and [Kvp , Kd ] for the PcP phases, which we then project
onto the inversion grid. The normalization factor that appears in
eq. (16) is not necessary, because we only study the forward prob-
lem. The computations were done at 40 s, to reduce the computa-
tional effort in calculating the volumetric kernels. To compensate
for the reduction of sensitivity that longer period waves have, we
increase the size and extension of the topography anomaly accord-
ing to the results obtained by Colombi et al. (2012) during synthetic
and reverse modelling tests. The distance range was sufficiently
large for an accurate projection onto a 3◦ × 3◦ inversion grid of
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Figure 18. (a) Summary traveltime residuals for the mantle only and the topography calculated for equal source–receivers only for the P (red) and PcP (blue)
kernels, as these latter would feel only the CMB. The anomaly was located in the upper mantle. (b) As for (a), but for a wave speed anomaly located in the
lower mantle.

the P kernels. The source–receiver layout chosen ensures sufficient
coverage along all of the azimuths surrounding the anomaly for a
total of ∼4500 observations of the P and PcP phases. The choice of
using the differential P–PcP sensitivities to correct for the overlying
structures is known in seismic tomography. We claim that although
this method is good for crust and upper-mantle heterogeneities,
because the sensitivity is similar (both using ray theory and finite
frequency), it might fail for anomalies located in the lower mantle,
where the sensitivity patterns differ significantly. We next model
the traveltime residuals �t using eqs (13) and (3), for each source–
receiver pair. The net effect of the mantle �tP captured by the
P phase is subtracted from the �tPcP, which contains both. The re-
sult is a proxy for the residual due to the CMB. As there are a large
number of source–receiver pairs that sample anomalies in various
ways, it is important to filter the results using the summary data,
like the maximum or minimum value over the entire data set. Both
the rapid anomaly and the positive topography produce negative
residuals, anticipating the arrival time of the phase. This helps to
avoid ambiguity in our analysis. Over all of the possible source–
receivers pairs (that are within the distance range), we calculate
the maximum value of �tPcP − �tP and �tP for the same distance
ranges. The distance range and the kernels are calculated using 1◦

bins. In Fig. 18(a), we plot the values of �tP (red) and �tPcP − �tP

(blue) as functions of the epicentral distance. This latter represents
the traveltime residual due to the topography. It shows a monotone
decrease, which agrees with the average traveltime anomaly due to
the CMB topography only for each epicentral distance bin. The trav-
eltime residuals generated from the mantle (Fig. 18a, red) feature
stronger oscillations, due to the irregular sampling of the velocity
anomaly. These oscillations do not appear to propagate in the blue
line of Fig. 18(a). On the other hand, Fig. 18(b) shows that when the
velocity anomaly is located in the lower mantle, this method fails,
because the sensitivity in that region differs too much. Bearing in
mind that the Kvp component of the P and PcP sensitivity kernels
are very similar only in the upper mantle, we can conclude that the
monotone trend of the blue line in Fig. 18(b) (the CMB topography
effect) is a good indicator that the mantle contribution can be ruled
out from the combined effects of the mantle heterogeneities and
the CMB topography. Therefore, a joint inversion featuring the data
with good coverage of the whole mantle can successfully capture the
volumetric effect and prevent its propagation in the boundary term.
The validity of such a test needs, however, to be verified, together
with the coverage required in the presence of a complex mantle and
CMB structures with various length scales.

7 C O N C LU S I O N S

Using a comprehensive synthetic database, we have tested the theory
and methodology for constraining the boundary topography devel-
oped in Colombi et al. (2012), and we have applied this to actual
global seismic data sets of both compressional and shear waves.
With respect to Colombi et al. (2012), our synthetic database is
more complete, in that it contains waveforms for PKP and ScS ar-
rivals associated with a set of different CMB and mantle models.
To account for complex laterally varying mantle models, part of the
synthetics database is obtained using the 3-D background S40RTS
model by Ritsema et al. (2011), down to a period of 10 s. Using this
latter setting, we have confirmed that static corrections derived from
3-D models are valid, and provided that the mantle model is close to
the actual mantle, the effects of boundary topography are separable
from those of the mantle. Exploring the synthetic data, we found
that the magnitude of the traveltime anomaly depends on the fre-
quency and it is as small as a tenth of the traveltime anomaly caused
by mantle heterogeneities if any of the current CMB topography
models are used. This leads us to conclude that CMB topography
residuals are likely to be strongly biased by overlying structures if
one does not accurately account for the two contributions explicitly.

In the analytical Section 3, we outlined the formulation of the
inverse problem in a least-squares sense, using roughness and norm
damping and starting from the results in Colombi et al. (2012).
We completed this section by providing the expressions for the
mantle sensitivity kernels, and we showed how these can be merged
with boundary kernels, to set up a simultaneous joint inversion for
compressional wave speed and CMB topography. A normalization
factor between the two classes of parameters is, however, necessary.

The results of the synthetic inversions for the PcP, ScS and PKP
show that by using the correct frequency contents, the pattern of
the input model is retrieved successfully. The magnitude is also
well reconstructed, although the shortest features results smoothed
out. The input model for Pdiff cannot be retrieved in a satisfactory
manner. We highlighted the importance of choosing the correct
parametrization, in agreement with the wavelength of the anomaly
we anticipate, and consequently the dominant period at which the
kernels are calculated. These parameters have to accord to the data
coverage, which can be verified using the L1 norm of the columns of
G, as shown in Sections 3 and 5. According to our results, at a fixed
frequency range, the output from PcP, ScS and PKP should be al-
most the same. Ray theory does not perform much worse than finite
frequency for our specific setting, although some issues with the
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model coverage emerged when inverting one synthetic data set. Us-
ing an excessively fine parametrization is discouraged, as this gives
rise to spurious small-scale features, as shown in Section 4.2. Vary-
ing the source–receiver layout to approximate the actual coverage
shows that rather than the position of the earthquakes, a dense acqui-
sition grid similar to that installed by USArray is more important.
With the dominant period used in this study (10–20 s), the structures
that appear in current models should be reconstructible.

Starting from a 0-topography CMB model, we separately in-
verted cross-correlated traveltime data for PKIKP and SKSac from
Ritsema et al. (2011), to obtain maps that are characterized by non-
uniform coverage. We find that areas of high/low topography are
to some extent correlated with areas of low/high velocity in the
lowermost mantle, confirming the idea that CMB topography might
be controlled by mantle flow (Boschi et al. 2013). Yet, important
discrepancies between the two maps of Fig. 14 indicate a lack of
data resolution or a biasing effect due to mantle correction. With
a synthetic inversion, we show how this can limit the capacity to
resolve the CMB topography.

With the aim of setting up a simultaneous joint inversion in a
future study, we confirmed the capacity of the mantle sensitivity
kernel for capturing the traveltime anomaly due purely to mantle
heterogeneities, with respect to the joint effects of topography and
the mantle. The results from the reverse modelling show that in a
simple scenario with just a layer of negative anomaly in the up-
per mantle and a simple CMB topography, the delay times due to
the mantle calculated from the P kernels are correctly extracted
from those of the PcP kernels that contain both. Conversely, if the
anomaly is located in the lower mantle, the topography signature is
less accurately retrieved, due to the sensitivity trade-off with deep-
mantle heterogeneities. The results from this test suggest that a joint
inversion that features mantle and CMB sensitive data and their as-
sociated sensitivity kernels will improve the visibility of the CMB
topography. A sensitivity analysis using the joint method will be the
basis of a future study. In particular, it will aim to set a threshold
on the minimum topography resolvable using various synthetic data
sets. In parallel to that, we need to collect an adequate data set of
cross-correlated traveltimes that ensure both good CMB coverage,
and good sampling of the upper and lower mantle regions.
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A P P E N D I X : T E C H N I C A L
I M P L E M E N TAT I O N O F T H E
I N V E R S I O N W O R K F L OW

The computation of the forward and backward quantities with the
software of Nissen-Meyer et al. (2007b) and a wise optimization
of the kernel calculation have made the inversion affordable. The
waveform treatment to extract traveltimes, forward and backward
field computations, kernel computations and matrix inversions were
carried out on the ‘Brutus’ cluster at ETH Zurich. The crucial task
was to optimize the kernel computations for thousands of source–
receiver pairs, not through message passing (MPI), but leaving the
parallelization to the batch system of the cluster. Each kernel com-
putation was seen as a single job over the whole database; that is,
exploiting another dimension of parallelism of the seismic inverse
problem. This trick increases the throughput (2- to 3-fold) on that
machine. This can be done as long as the memory required by the
dynamic allocation does not exceed the RAM available on each
CPU. Specifications relating to the kernels algorithm can be found
in Colombi et al. (2012). Fig. A1 shows the conceptual scheme we
put into place to carry out the inversions.

Figure A1. The inversion workflow set-up. The synthetic database is com-
pressed to occupy a few hundreds of GByte. The data are processed on the
cluster nodes, and the residuals for the desired source–receiver pairs are
stored. The wavefield values are computed only once, and they are stored
‘permanently’ on the disk, and reused for every kernel, because the event
characteristic does not change (see Colombi et al. 2012, for details). The
kernel computation, is paralleled by the cluster scheduling system without
the need for message passing.


