Optical absorption and light scattering in microcrystalline silicon thin films and solar cells
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Optical characterization methods were applied to a series of microcrystalline silicon thin films and solar cells deposited by the very high frequency glow discharge technique. Bulk and surface light scattering effects were analyzed. A detailed theory for evaluation of the optical absorption coefficient \( \alpha \) from transmittance, reflectance and absorbance (with the help of constant photocurrent method) measurements in a broad spectral region is presented for the case of surface and bulk light scattering. The spectral dependence of \( \alpha \) is interpreted in terms of defect density, disorder, crystalline/amorphous fraction and material morphology. The enhanced light absorption in microcrystalline silicon films and solar cells is mainly due to a longer optical path as the result of an efficient diffuse light scattering at the textured film surface. This light scattering effect is a key characteristic of efficient thin-film-silicon solar cells.

I. INTRODUCTION

Hydrogenated microcrystalline silicon (\( \mu c \)-Si:H) deposited by very high frequency glow discharge (VHF-GD) methods has been introduced as a new thin film photovoltaic (PV) material\(^1\) and leads to stable single-junction cells with over 8% efficiency and over 25 mA/cm\(^2\) short-circuit current density.\(^2\) The stable efficiency of the tandem microcrystalline–amorphous silicon (“micromorph”) cells, produced by VHF-plasma deposition, reached 12%.\(^3\) Similar results were reported recently by other groups.\(^4,5\) High efficiencies are possible thanks to a good passivation of defects by hydrogen in the \( \mu c \)-Si:H plasma growth process and due to an enhanced optical absorption leading to efficient sunlight absorption in just 1–4 \( \mu m \) thick films and solar cells.\(^6,7\)

The important key for the success of the \( \mu c \)-Si:H as a PV absorbent material is its enhanced absorption compared to the monocrystalline silicon. There has been a discussion in the literature whether the observed absorption enhancement should be attributed to high internal surfaces of small crystallites, internal stress, amorphous fraction in the films or to the light scattering effects.\(^6,6–10\) Recently we have shown that the absorption enhancement is mainly due to the light scattering\(^7,11\) and we have suggested a procedure to identify the influence of scattering and to extract the “true” optical absorption coefficient \( \alpha(E) \) as a function of photon energy \( E \) from the experimentally observed spectra.

This procedure is important, especially for understanding the subgap part of the optical absorption spectra related to the defect states within the energy gap. A low defect density is another prerequisite for an efficient microcrystalline solar cell. In \( \mu c \)-Si:H the subgap absorption is however typically very low and so we need a method which measures the absorbance down to values of \( 10^{-6} \). Both the photothermal deflection spectroscopy (PDS) and the constant photocurrent method (CPM), well known from the field of amorphous silicon, can be used. However, both methods result in an “apparent” optical absorption coefficient \( \alpha_{app} \) affected by scattering effects.

In this study we will discuss the influence of light scattering on CPM absorption spectra. CPM detects the light absorbed (either directly or after one or more scattering events) inbetween two metal electrodes used for the photocurrent measurement. Dimensions of the gap influence the contribution of the scattered light to the measured photocurrent and, thus, to the \( \alpha_{app} \). We will present here a procedure on how to extract from the measured \( \alpha_{app} \) both the true optical absorption coefficient \( \alpha_{true}(E) \) and the contribution of light scattering.

In the case of a very weak volume scattering we have presented a theory for the evaluation of the true optical absorption coefficient \( \alpha_{true}(E) \).\(^12\) In this study we present a detailed theory for the evaluation of \( \alpha_{true}(E) \) in scattering \( \mu c \)-Si:H samples in the subgap and above-gap regions from spectrophotometric measurements of transmittance \( T(\lambda) \) and reflectance \( R(\lambda) \) and from the absorbance \( A(\lambda) \) measured by CPM. Both scattering effects, i.e., at the surface and in the bulk of the film, are included in our analysis. We verify our theory with the experimental results for different \( \mu c \)-Si:H films. We show how the spectral dependence of \( \alpha_{true}(E) \) can be interpreted in terms of defect density, disorder, crystalline/amorphous fraction and material morphology. Finally, we will discuss the correlation of \( \mu c \)-Si:H...
properties and light trapping effects with a boost of the solar cell performance.

II. THEORY
A. Parameters used to describe light scattering in the volume and at the surface of \( \mu c\)-Si:H

In the following let us consider a light beam incidenting perpendicularly on a thin \( \mu c\)-Si:H film deposited on a thick nonabsorbing substrate with a corresponding refractive index \( n_s \) and surrounded by an ambient with a real refractive index \( n_a \). The parameters of the film are denoted by the index \( f \): thus, the film thickness is \( d_f \) and its complex refractive index is \( n_f = n_f + i k_f \). The imaginary part of the refractive index \( k \) is related to the optical absorption coefficient \( \alpha \) by

\[
k = \frac{\lambda}{4\pi\alpha}.
\]

For the dispersion of the \( \mu c\)-Si:H refractive index \( n_f \) we use a modification of the Sellmeier formula suggested by Herzberger\(^1\)

\[
n_f = n_A + \frac{n_B}{\lambda^2 - 0.028},
\]

where \( n_A \) and \( n_B \) are material constants which have to be determined experimentally, the vacuum wavelength \( \lambda \) is given in micrometers and the choice of the constant 0.028 is arbitrary and independent of the material. The advantage of Herzberger’s formula is the linear relation between the refractive index and its parameters, which will be useful for fitting the interference fringes in the \( R(\lambda) \) and \( T(\lambda) \) spectra.

Light scattering occurs both at inhomogeneities in the volume (mostly voids) and at the surface of the \( \mu c\)-Si:H film. Both effects lead to the attenuation of the specular reflected and transmitted beams and to an enhancement of the absorption. The typical rms surface roughness \( \sigma \), observed by atomic force microscopy (AFM), is 10–40 nm for 2 \( \mu m \) thin films.\(^1\) Fourier transform analysis of the AFM data revealed a small correlation distance. The grains in the layer, typically prolonged in the direction of growth, have a diameter on the order of tens of nanometers.\(^1\) Hence, we can use the scalar scattering theory for random rough surfaces with a small correlation distance.\(^1\)

The losses from the specular light beam by scattering at the rough interface between media 1 and 2 are described within the scalar theory by the scattering factors \( s \).\(^1\) Thus, in comparison with a smooth interface, the Fresnel coefficient \( r_{12} \) for the amplitude of the beam reflected from the rough surface back to the medium 1 is reduced by a factor

\[
s_{12} = \exp \left[ - \frac{1}{2} \frac{4\pi n_1^2 \sigma}{\lambda} \right]^2.
\]

and the Fresnel coefficient \( r_{12} \) for the amplitude of the beam transmitted through the rough interface to medium 2 is reduced by a factor

\[
s_{12} = \exp \left[ - \frac{1}{2} \frac{2\pi(n_1 - n_2)\sigma}{\lambda} \right]^2.
\]

where \( \sigma \) is the rms surface roughness of the boundary interface, \( n_1 \) and \( n_2 \) are the refractive indices of the corresponding media, and \( \lambda \) is the light wavelength in vacuum (see also Appendix A). Formulas (3) and (4) assume: (i) \( \sigma < \lambda \), (ii) small correlation length of the surface roughness and (iii) normal incidence of the light. In the case of an oblique incidence the surface roughness \( \sigma \) has to be reduced by the factor \( \sin(\gamma) \), where \( \gamma \) is the angle between the surface and the direction of the incoming light beam.

On the other hand, the attenuation of the specular beam in the film is given by the coefficient \( \alpha_f \)

\[
\alpha_f = \alpha_{\text{true}} + \alpha_{\text{sc}},
\]

where \( \alpha_{\text{true}} \) is the true optical absorption coefficient in the film.

The description of the scattering by \( s \) factors and by \( \alpha_{\text{sc}} \) is the simplest description of the otherwise complex phenomenon and expresses the level of approximations we use.

B. Specular reflectance and transmittance of scattering samples and determination of the optical constants

The description of the specular reflectance and transmittance of a \( \mu c\)-Si:H layer on a thick glass substrate needs to take into account both \( \mu c\)-Si:H interfaces, multiple reflections within the layer as well as the influence of the back substrate–ambient interface. The resulting formulas for the spectra of reflectance from the film side \( R_f(\lambda) \) or from the side of the substrate (typically glass) \( R_s(\lambda) \) and the transmittance \( T(\lambda) \) as a function of the sample parameters \( n_f, \alpha_f, d_f, \sigma, n_a, n_s \) are complicated functions given in full detail in Appendix A. As an example, the reflectance and transmittance calculated for a 1 \( \mu m \) thick \( \mu c\)-Si:H layer on a thick glass substrate are shown in Fig. 1. The results plotted by full lines correspond to the sample with a smooth top surface and those plotted by the dashed lines for a surface with the rms roughness \( \sigma = 30 \text{ nm} \). One can observe that the rough surface leads to a decrease of both reflectance and transmittance and also to a partial smoothing of the interference fringes.

Figure 1 shows the \( T \) and \( R \) results of modeling for known film parameters, but in the experiment, we need to solve the inverse problem, i.e., the determination of the sample parameters \( n_f, \alpha_f, d_f \) and \( \sigma \) from the measured \( R_f(\lambda), R_s(\lambda) \) and \( T(\lambda) \). For that purpose we divide the spectra into three regions:

(i) a region of strong (complete) absorption \( (T_f = T_s \sim 0) \) where the surface roughness and refractive index \( n_f(\lambda) \) of the film can be estimated;

(ii) a region with negligible absorption \( (\alpha_f \sim 0) \) where the film thickness and refractive index \( n_f(\lambda) \) can be estimated; and

(iii) a region of medium and high absorption \( (T_f = T_s > 0) \) where the \( \alpha_f d_f \) product is in the range 0.05–5 where the absorption coefficient \( \alpha_f(\lambda) \) can be determined.
Neglecting the imaginary part $k_f$ of the film refractive index $n_f=n_f+i k_f$ (in this spectral range $k_f \approx 0.1 \approx n_f \sim 3.8$) we can express the film refractive index $n_f$ as

$$n_f = \frac{1+R_{sf}}{1-R_{sf}},$$  \hspace{1cm} (7)

where $R_{sf}$ can be calculated from the experimentally observed reflectance $R_g$ using Eq. (A14)

$$R_{sf} = R_{dif} = \frac{R_g - R_{as}}{T_{as} + R_{as} \cdot (R_g - R_{as})}. \hspace{1cm} (8)$$

Here $R_{as}$ is the reflectance and $T_{as}$ the transmittance of the substrate–ambient interface which can be calculated from the known refractive indexes of the substrate and the ambient.

While the reflectance $R_g$ measured from the substrate side is not influenced by the rough free film surface, the reflectance measured from the side of the film $R_f$ will be reduced by scattering. With the value of $n_f$ determined by Eq. (7) we can now calculate the surface roughness from the measured $R_f$ at the same wavelength:

$$\sigma = \frac{\lambda}{4 \pi n_a} \ln \left( \frac{n_f + n_a}{n_f - n_a} \right).$$  \hspace{1cm} (9)

An estimated rms surface roughness $\sigma$ by Eq. (9) simplifies further calculations.

### 2. Determination of the sample thickness and refractive index from the interference fringes in the low absorption spectral region

The thickness of the film $d_f$ and the spectral dependence of $n_f$ (i.e., the parameters $n_A$ and $n_B$ [Eq. (2)] of Herzberg’s formula) can be calculated from the interference fringes in the reflectance and transmittance spectra using a multiparameter fitting procedure.\(^ \text{17} \) We need to fit three parameters and in order to avoid any divergence problem we divide the fitting procedure into two parts.

First we fit the spectral dependence of the refractive index. The formulas for reflectance $R_g$ or $R_f$ of the sample, Eq. (A14), can be rewritten into the form

$$y(\lambda) = \frac{1}{1-R} = a(\lambda) + b(\lambda) \cdot \cos(\varphi),$$  \hspace{1cm} (10)

where $a(\lambda)$ and $b(\lambda)$ are functions of the index of refraction $n_f$, $n_s$, and $n_g$, and $\varphi = 4 \pi n_f d_f / \lambda$. A useful expression can be obtained by considering the envelopes around the maxima $y_{\text{max}}(\lambda) = a(\lambda) + b(\lambda)$ and minima $y_{\text{min}}(\lambda) = a(\lambda) - b(\lambda)$ of the $y(\lambda)$ spectrum. These envelopes are considered to be continuous functions of $\lambda$. We obtain the functions $a(\lambda)$ and $b(\lambda)$ by a spline interpolation of the experimentally observed $y_{\text{max}}$ and $y_{\text{min}}$. Once $a(\lambda)$ and $b(\lambda)$ are known, we can calculate $\cos(\varphi) = (y(\lambda) - a(\lambda))/b(\lambda)$. Now using Herzberger’s dispersion formula, i.e., Eq. (2), we can express $\cos(\varphi)$ as

\[\text{FIG. 1. Calculated spectra of reflectance } R_g, R_f \text{ and transmittance } T_f \text{ of a } \mu c\text{-Si:H layer on a glass substrate according to the formulas given in Appendix A for a smooth surface (solid lines) and for a layer with a rms roughness of } \sigma=\text{30 nm (dashed lines). The subscripts } f \text{ and } g \text{ indicate that we consider light incidence on the sample from the side of the film, respectively from the glass substrate. Note that } T_g=T_g. \text{ The refractive index of the } \mu c\text{-Si:H layer was approximated by } n_f=3.3 + 0.2/(\lambda^2 - 0.028) \text{ and the absorption coefficient by } a_f=15000 E^{-1}(\text{cm}^{-1}) \text{. The boxes mark the spectral regions from which the optical parameters of the sample are obtained: (1) refractive index of the film } n_f \text{ is obtained from the value of } R_g \text{ in the region of strong absorption; (2) rms roughness } \sigma \text{ is obtained from the difference of the } R_f \text{ expected for the smooth film and actually observed in the region of the strong film absorption; (3) the film thickness } d_f \text{ and refractive index dependence } n_f(\lambda) \text{ are found from the region of negligible absorption; (4) the absorption coefficient of the film } a_f(\lambda) \text{ is obtained from the region of medium absorption.}\]

These spectral regions are marked in Fig. 1 together with the parameters that can be obtained from them. Let us consider these regions in more detail as methodical steps (1–3) for the evaluation.

### 1. Determination of the surface roughness and real part of the refractive index in the high absorption region

The real part $n_f$ of the film refractive index and the surface roughness $\sigma$ can be found from the measurements of the sample reflectance $R_f$ and $R_g$ in the region of complete absorption where the interference effects are suppressed. Thus, we may neglect the multiple reflections in the film and consider only the first-order terms for reflected light in Eq. (A5) of Appendix A. The formula (A11) for the reflectance of the sample $R_{dif}$ from the substrate side is simplified to

$$R_{dif} = R_{sf} = \frac{(n_f - n_s)^2}{(n_f + n_s)^2}. \hspace{1cm} (6)$$

\[\text{The real part } n_f \text{ of the film refractive index and the surface roughness } \sigma \text{ can be found from the measurements of the sample reflectance } R_f \text{ and } R_g \text{ in the region of complete absorption where the interference effects are suppressed. Thus, we may neglect the multiple reflections in the film and consider only the first-order terms for reflected light in Eq. (A5) of Appendix A. The formula (A11) for the reflectance of the sample } R_{dif} \text{ from the substrate side is simplified to } R_{dif} = R_{sf} = \frac{(n_f - n_s)^2}{(n_f + n_s)^2}. \]
\[
\cos(\varphi) = \cos \left( \frac{4 \pi n_{d} d_{f}}{\lambda} \right) = \cos \left[ \frac{4 \pi E}{1.2389} \left( p_{A} + \frac{p_{B}}{(1.2389/E)^{2} - 0.028} \right) \right],
\]

where \( E = 1.2389/\lambda \) is the photon energy in eV and \( p_{A} \) and \( p_{B} \) are parameters related to \( n_{A} \) and \( n_{B} \) by the expressions \( p_{A} = n_{A} d_{f} \) and \( p_{B} = n_{B} d_{f} \) (where \( d_{f} \) and \( \lambda \) are expressed in micrometers). Parameters \( p_{A} \) and \( p_{B} \) are found by a nonlinear least-squares fitting routine used to fit the transmittance or reflectance data in the transparent region then requires only the free parameter \( d_{f} \), which is easy to obtain.

3. Imaginary part of the index of refraction from the region of medium absorption

When the spectral dependence of \( n_{f}(\lambda) \) and the thickness of the film \( d_{f} \) are known we can find the spectrum of \( n_{f}(E) \). In the spectral region where the film absorption coefficient is high enough and the interferences in the film are absent the absorption coefficient can be calculated directly from the transmittance using Eq. (A12) reduced to the form

\[
T' = \frac{T_{af} T_{fs} T_{sa} \exp(-a_{f}d_{f})}{1 - R_{sf} R_{sa}},
\]

where \( T_{af} \), \( T_{fs} \), \( T_{sa} \) can be calculated using the known values for \( \sigma \), \( d_{f} \), \( n_{g} \), \( n_{s} \), and \( n_{f} \) (\( n_{f} \) is extrapolated from the Herzberger’s formula using \( n_{A} \) and \( n_{B} \) determined in the transparent region).

The approach based only on the transmittance fails in the region of weak absorptance, because the influence of the interference effects on the transmittance spectra drowns the influence of the absorption. The inspection of Eqs. (A10)–(A12) shows that the function \((1 - R_{f})/T\) is almost free of interference fringes\(^{18}\) and is, thus, suitable to solve \( \alpha_{f}(E) \). This approach makes it possible to calculate values of \( \alpha_{f} \) in the spectral region, where \( \alpha_{f}d_{f} \approx 0.05 \).

C. Measurement of the absorptance in samples with the bulk or the surface scattering by CPM

CPM uses the photocurrent proportional to the amount of light absorbed in the film. For nonscattering samples on nonabsorbing substrates the photocurrent is simply proportional to the absorptance defined as

\[
A = 1 - R - T,
\]

where \( R \) and \( T \) are the reflectance and the transmittance. More care is required for the analysis of scattering samples. Here, a large part of the light scattered in the silicon film (with relatively high refractive index) will remain trapped in the film by total internal reflections and, thus, scattering will actually lead to a much more efficient photogeneration of the carriers mainly in the low absorption range. Finally, it is important to realize that due to the short diffusion lengths of the carriers only the light absorbed between the electrodes will contribute to the photocurrent. The geometry of the coplanar electrodes with width \( W \) and distance \( D \) used for CPM measurements is shown in Fig. 2.

The details of the CPM method and evaluation are described elsewhere.\(^{19}\) The most simple standard interpretation of the measured CPM spectra\(^{20}\) uses the Beer’s law expression for the absorptance of the film

\[
A = (1 - R)[1 - \exp(-\alpha d)],
\]

For small values of \( \alpha \) this leads to \( A \approx (1 - R)\alpha d \). Furthermore, changes in the reflectance \( R \) as a function of photon energy \( E \) can be neglected, when compared with changes in \( \alpha \) over several orders of magnitude. A similar assumption has been made in PDS.\(^{21}\) Keeping the photocurrent constant by changing the intensity of the illumination leads to a simple evaluation of the \( \alpha(E) \) spectrum, which is proportional to the inverse of the photon flux. In the following we shall denote the result of this procedure as the apparent absorption coefficient \( \alpha_{app} \). More precise expressions for the absorptance, which would include the effect of the multiple reflections, can be used (see Appendix A) but the arguments of Sec. II C 1 remain valid.

1. Model of multiple bulk scattering

If we use the simple approach (Beer’s law) for bulk scattering in the films, the attenuation of the specular beam will be given by Eq. (14) with absorption coefficient \( \alpha_{f} = \alpha_{true} + \alpha_{sc} \) [Eq. (5)]. Hence, neglecting the spectral dependence of reflection, the part of light directly absorbed will be

\[
A_{dir} = \frac{\alpha_{true}}{\alpha_{f}} \cdot [1 - \exp(-\alpha_{f}d_{f})]
\]

and the part of light scattered in the volume of the film will be

\[
A_{sc} = \frac{\alpha_{sc}}{\alpha_{f}} \cdot [1 - \exp(-\alpha_{f}d_{f})].
\]

Correspondingly the photocurrent will be composed of two components

\[
I_{ph} = I_{dir} + I_{sc},
\]

where \( I_{dir} \) is proportional to \( A_{dir} \) and represents the photocurrent excited by photons absorbed from the specular beam, i.e., without any scattering.
\[ I_{\text{dir}} = N_{\text{photons}} A_{\text{dir}} \frac{\alpha_{\text{true}}}{\alpha_f} \cdot \left[ 1 - \exp\left( - \alpha_f d_f \right) \right], \]

(18)

where \( N_{\text{photons}} \) is the incident photon flux.

The component \( I_{\text{sc}} \) represents the contribution of photons absorbed after one or more scattering events. This component is important mainly at the spectral region with low optical absorption coefficient \( \alpha_{\text{true}} \). It will be proportional to the number of photons scattered from the specular beam \( A_{\text{sc}} \) defined by Eq. (16), however we need also to consider the probability that the scattered photon will be absorbed in the space between the electrodes and thus will contribute to the observed photocurrent.

First, let us define a very important parameter for the light trapping scheme, the critical angle \( \theta \) for total reflections. \( \theta \) defines the escape cone and can be calculated from the total internal reflection condition \( \sin(\theta) = n/n_f \), where \( n \) is the index of the outer medium. For the refractive index of 3.5 (for \( \mu_c \)-Si:H films in the near IR region) this gives \( \theta = 16.6^\circ \) for the film–air interface and \( \theta = 25.4^\circ \) for the film–glass interface. If the photon from the specular beam is scattered in the direction outside of the escape cone it will be confined within the film by total internal reflections and will remain trapped until it is either absorbed or scattered again. If the photon is scattered within the escape cone it will probably escape from the film after a few internal reflections. A numerical simulation shows that the contribution of such photons to the photocurrent is negligible. Assuming isotropic scattering we can write the probability \( P_{\text{tr}} \) that the photon is scattered outside the escape cone as

\[ P_{\text{tr}} = \cos \theta. \]

(19)

When the scattered photon is trapped by the waveguiding it must finally be absorbed or scattered again. The probability that this photon will be scattered is determined by the value of the mean free path between two scattering events. The mean free path is given as a reciprocal value of the scattering coefficient \( \alpha_{\text{sc}} \) (typical values in microcrystalline silicon for \( \alpha_{\text{sc}} \) are \( \approx 50 \times E^4 \text{ cm}^{-1} \), where \( E \) is the photon energy in eV). The probability that the waveguided photon is absorbed within its mean free path is \( 1 - \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right) \). If the photon is not absorbed during the mean free path \( 1/\alpha_{\text{sc}} \) it is scattered again and the same kind of considerations are valid. The photocurrent excited by scattered photons can then be calculated by the sum of these contributions, leading to a geometrical series (see Appendix B for details).

However, the absorbed photon will contribute to the photocurrent with probability \( P_{\text{WD}} \) only if it is absorbed within the area between electrodes (see Fig. 2). Finally the contribution of the scattered light to the photocurrent observed by CPM will be proportional to the product (with the same constant as the \( I_{\text{dir}} \) component)

\[ I_{\text{sc}} \sim N_{\text{photons}} A_{\text{sc}} P_{\text{tr}} P_{\text{WD}}, \]

(20)

which leads to the expression (for details see Appendix C)

\[ I_{\text{sc}} \sim N_{\text{photons}} A_{\text{sc}} P_{\text{tr}} \left[ \alpha_{\text{true}} + \alpha_{\text{sc}} \cdot \cos \theta \right] \cdot \left[ 1 - \exp\left( - \alpha_f d_f \right) \right] \cdot \left[ 1 - \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right) \right] \cdot \cos \theta \cdot \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right)^N - 1 \]

\[ = \frac{1}{\alpha_f} \cdot \left[ 1 - \exp\left( - \alpha_f d_f \right) \right] \cdot \left[ 1 - \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right) \right] \cdot \cos \theta \cdot \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right)^N - 1 \]

\[ \text{where } N_{\text{bulk}} \text{ is the number of the scattering events between the electrodes. For the determination of this parameter we use the solution of the classical probability task—a random walk:} \]

\[ \text{N}_{\text{bulk}} = (\alpha_{\text{sc}} \cdot X(W,D))^2, \]

(22)

where \( X(W,D) \) is the function of electrode dimensions which gives a value approximately equal to the distance between the electrodes when the ratio of the length of electrodes and the interelectrode spacing is close to the value of 6.6—for details see Appendix C.

If the standard CPM evaluation procedure will be applied to the measured spectrum, we will obtain an apparent optical absorption coefficient \( \alpha_{\text{app}} \) for which the following equation is valid:

\[ 1 - \exp\left( - \alpha_{\text{app}} d_f \right) \]

\[ = \frac{1}{\alpha_f} \cdot \left[ 1 - \exp\left( - \alpha_f d_f \right) \right] \cdot \left[ 1 - \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right) \right] \cdot \cos \theta \cdot \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right)^N - 1 \]

\[ = \frac{1}{\alpha_f} \cdot \left[ 1 - \exp\left( - \alpha_f d_f \right) \right] \cdot \left[ 1 - \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right) \right] \cdot \cos \theta \cdot \exp\left( - \alpha_{\text{true}}/\alpha_{\text{sc}} \right)^N - 1 \]

This equation shows how the CPM measured \( \alpha_{\text{app}} \) depends on the electrode geometry, i.e., the interelectrode spacing \( D \) and the electrode length \( W \) (see Fig. 2), and on the parameters \( \alpha_{\text{true}} \), \( \alpha_{\text{sc}} \) and \( n_f \) (\( n_f \) influences the value of the critical angle for the total reflection).

The combination of Eqs. (23) and (5) enables the modeling of the apparent optical absorption coefficient \( \alpha_{\text{app}} \) of the film with the known parameters \( \alpha_{\text{true}} \), \( \alpha_{\text{sc}} \), \( \theta \), \( W \) and \( D \). Note that although the film thickness appears also in Eq. (23), this parameter does not influence the result of modeling. The inverse problem, i.e., the evaluation of the spectral dependence of the absorption coefficient \( \alpha_{\text{true}} \) and the scattering coefficient \( \alpha_{\text{sc}} \) cannot be solved analytically and numerical methods have to be used. First we roughly estimate the scattering coefficient \( \alpha_{\text{sc}} \) from a comparison of several CPM measurements (for different interelectrode spacing) with the model output data of the same coplanar geometries. In agreement with Ref. 22 we suppose the spectral dependence of the scattering coefficient. For the value of the scat-
tering coefficient $\alpha_{sc}$ (at photon energy $E = 1$ eV) up to 50 cm$^{-1}$ we suppose the Rayleigh type of scattering, i.e., a dependence $\propto E^4$. The estimated scattering coefficient (and its spectral dependence) together with the smoothed CPM data enter the iterative procedure of evaluation of the true absorption coefficient.

2. Model of surface scattering

Most of the high quality microcrystalline silicon films do not exhibit a mirrorlike free surface. These layers with a “milky” appearance have a typical rms surface roughness of 15–35 nm, which leads to the surface scattering. We present here the theory for surface scattering derived by the help of $s$ factors for the case of light entering from the film side. For these calculations we introduce new factors $S_i$, $S_r$ and $S_{r0}$ which decrease the intensity of the specularly transmitted or reflected wave. These factors are defined as

$$S_i = s^2_d = s_{fa}^2 = \exp \left[ -\frac{2\pi(n_f - n_d)\sigma}{\lambda} \right]^2,$$

$$S_{r0} = s_n^2 = \exp \left[ -\frac{4\pi n_f\sigma}{\lambda} \right]^2,$$

$$S_r = \exp \left[ -\frac{4\pi n_f\sigma \cos \varphi}{\lambda} \right]^2,$$

where $S_{r0}$ corresponds to the perpendicular internal reflection and $S_r$ to the oblique incidence with the angle of incidence $\varphi$ (with respect to the surface normal). Since we calculate an average amount of the scattered light for all angles, we use the following empirical formula (taking into account a change of the critical angle of total reflection with a change of the index of refraction):

$$S_r = \exp \left[ -\frac{4\pi n_f\sigma \cos (\pi/n_f)}{\lambda} \right]^2.$$  

For CPM modeling in the case of rough samples, we start again with Eq. (17) for the photocurrent passing through the sample (consisting of $I_{dir}$ and $I_{sc}$). $I_{dir}$ (photocurrent after photon absorption without any scattering event in thin film of thickness $d_f$) is given by

$$I_{dir} \approx N_{\text{photons}} \cdot S_r \cdot [1 - \exp(-\alpha_{\text{true}} \cdot d_f)].$$

The component $I_{sc}$ represents the contribution of photons absorbed after one or more scattering events. This component is important not only in the low absorption range (as in the case of bulk scattering) but also at the spectral region with medium (and high) optical absorption coefficient $\alpha_{\text{true}}$. It is proportional to the number of photons scattered from the specular beam by the rough interface and absorbed in the region of electric field.

The number of photons scattered during the passage through the rough ambient–film interface is proportional to $(1 - S_r)$. Nevertheless, we also consider here the contribution of photons scattered by more complicated ways after specular transmission through the first interface, the penetration through the film, then the reflection at the second (smooth) film–substrate interface, followed again by the penetration through the film, and finally the diffusive reflection at the first interface. The total amount of the scattered light is then in relation to the probability $P_0$

$$P_0 = (1 - S_r) + S_r \cdot R_{fa} \cdot \exp(-2\alpha_{\text{true}}d_f)R_{fa}(1 - S_{r0}).$$

(29)

The parameters $R_{fa}$ and $R_{fa}$ are the reflection coefficients at the interface film–substrate and film–air, respectively. The second part of the right hand side of Eq. (29) is usually smaller but not negligible in comparison with the first one, because $(1 - S_{r0})$ can be an order of magnitude higher than $(1 - S_r)$.

Waveguiding properties of the material are determined again by the critical angle $\theta$ for the total reflection which defines the escape cone. The probability $P_{\text{esc}}$ that a photon will be scattered within the escape cone is given for the ideal Lambertian (cosine) distribution as

$$P_{\text{esc}} = \left( \frac{n_n}{n_f} \right)^2.$$  

(30)

For surface scattering the smallest distance between two scattering events is given by twofold thickness of the film (for the photons scattered in the specular direction). On the other hand, the longest distance is infinite for the light scattered parallel to the film plane. The total Lambertian angle distribution ($\varphi$ from 0 to $\pi/2$) is given by $\cos(\varphi)\sin(\varphi)$ product with a maximum at the angle $\varphi = \pi/4$. The multiplication factor $Y$ for the average increase of the optical path of the scattered light, compared to the sample thickness, can be calculated from the angular distribution as

$$Y = 2 \cdot \frac{\int_0^{\pi/2} \sin \varphi \, d\varphi}{\int_0^{\pi/2} \sin \varphi \, \cos \varphi \, d\varphi},$$

(31)

where the factor 2 means twofold path because of the total internal reflection at the film–substrate smooth interface. [The parameter $Y$ varies for $\mu c$-Si:H with the index of refraction (wavelength) from about 4.2 to 4.6.] Hence, for very rough samples, the $Y \cdot d_f$ product denotes something like the mean free path. For microcrystalline silicon films with rms surface roughness typically varying from 15 to 35 nm, the probability of a photon being absorbed during this distance ($Y \cdot d_f$) is equal to $[1 - \exp(-Y\alpha_{\text{true}}d_f)]$ and the probability of being scattered at this rough interface is given by $(1 - S_r)$. If the photon is neither absorbed nor scattered or if the photon is not absorbed but is scattered outside the escape cone, then the same kind of considerations have to be applied again. The calculation of the photocurrent $I_{sc}$ leads to the solution of a geometrical series and is given by

$$I_{sc} \approx P_0 A_1 + P_0 P_1 A_2 \cdot \frac{P_{\text{esc}}^{N_{\text{surf}}-1}}{P_2 - 1},$$

(32)

where

$$A_1 = (1 - P_{\text{esc}}) \cdot [1 - \exp(-Y\alpha_{\text{true}}d_f)]$$

$$+ P_{\text{esc}} \cdot [1 - \exp(-1.05\alpha_{\text{true}}d_f)].$$

(33)

where $A_1$ represents the relative amount of scattered light absorbed between the first and the second scattering event.
and the factor 1.05 is the average increase of the optical path of the scattered light within the escape cone (for the $\mu c$-Si:H film/glass interface).

$$P_1 = (1 - P_{\text{esc}}) \cdot \exp(-Y\alpha_{\text{true}}d_f)$$

(34)

is the relative reduction of the light intensity between the first and the second scattering event

$$A_2 = \left[(1 - P_{\text{esc}}) \cdot (1 - S_s) + S_s \right] \cdot [1 - \exp(-Y\alpha_{\text{true}}d_f)]$$

$$+ P_{\text{esc}} \cdot [1 - \exp(-1.05Y\alpha_{\text{true}}d_f)]$$

$$\cdot [1 + R_{\text{esc}} \cdot \exp(-1.05Y\alpha_{\text{true}}d_f)]$$

(35)

is the relative amount of the scattered light absorbed between the next two scattering events (second and third, third and fourth, ...)

$$P_2 = \left[(1 - P_{\text{esc}}) \cdot (1 - S_s) + S_s \right] \cdot \exp(-Y\alpha_{\text{true}}d_f)$$

(36)

is again the relative light intensity reduction between the next two scattering events.

The total number of scattering events inside the region of the electric field $N_{\text{surf}}$ in the case of surface scattering can be calculated by weighting the probability $(1 - S_s)$ of photons to be scattered at a distance $Yd_f$ and probability $S_s$ of photons to be specularly reflected

$$N_{\text{surf}} = \left(\frac{X(W,D)}{Yd_f} \right)^2 \cdot (1 - S_s) + \left(\frac{X(W,D)}{Yd_f} \right) \cdot S_s,$$

(37)

where $X(W,D)$ is the interelectrode spacing function (see Appendix C).

For the modeling we take into account that a part of the light escaping to the (nonabsorbing) glass substrate (with index of refraction $n_s = 1.5$ and substrate thickness $d_s$) can return to the area of the electric field between the electrodes. This consideration leads to the modification of the relative amount of the photons within the escape cone and, thus, the probability $P_{\text{esc}}$, which will vary not only with the index of refraction of the film and substrate ($n_f$ and $n_s$), but also with the substrate thickness $d_s$ and the interelectrode function $X(W,D)$. $P_{\text{esc}}$ is given by

$$P_{\text{esc}} = \left(\frac{n_{\text{ref}}}{n_f} \right)^2,$$

(38)

where $n_{\text{ref}}$ (varying from $n_a$ to $n_f$) represents the effective index of refraction of the substrate which can be calculated (for the cosine distribution of the scattered light) as

$$n_{\text{ref}} = \left[1 + n_s^2 - \left(n_s \cdot \sin \left[ \arctan \left(\frac{X(W,D)}{2d_s} \right) \right] \right)^2 \right]^{0.5}$$

(39)

Now, we can write for the apparent optical absorption coefficient as measured by CPM

$$1 - \exp(-\alpha_{\text{app}}d_f) = S_d \left[1 - \exp(-\alpha_{\text{true}}d_f)\right]$$

$$+ P_0 \left( A_1 + P_1 A_2 \frac{N_{\text{surf}} - 1}{P_2 - 1} \right).$$

(40)

Similarly as in the case of the multiple bulk scattering, this equation can be used for modeling of the apparent optical absorption coefficient $\alpha_{\text{app}}$ with the help of the known parameters $\alpha_{\text{true}}(E)$, $\sigma$, $d$, $d_s$, $n(E)$, $W$ and $D$. The evaluation of $\alpha_{\text{true}}(E)$ from the CPM measurement is done numerically on the basis of the known rms surface roughness $\sigma$, determined optically.

### III. EXPERIMENT

Microcrystalline silicon layers and solar cells were deposited by the VHF-GD method using high dilution of silane in hydrogen, with and without a purifier.

Layers were deposited on AF-45 glass, under conditions similar to the corresponding cells. The typical film thickness was around 2 $\mu$m. With respect to the deposition conditions the layers result in either a smooth, mirrorlike or a rough, hazy appearance. Some rough (textured) layers were afterwards chemomechanically polished to a mirrorlike surface to exclude the influence of the rough surface on the measurement of optical properties. This is a delicate procedure, frequently ending with the layer peeling off from the substrate.

The typical rms surface roughness of (220) textured micromcrystalline Si layers is below 40 nm for about 2 $\mu$m thick films, as directly observed by the AFM. The grains in the layer, prolonged in the direction of growth, have an effective diameter of 10–30 nm, as seen by transmission electron microscopy (TEM).

A computer-controlled single-beam spectrometer was used for the transmittance/reflectance measurements in the 0.6–3 eV spectral region. The diameter of the light beam was limited to 1 mm in order to suppress the influence of possible variations of the layer thickness on the modulation depth of the interference fringes. The detector (or the integrated sphere with a detector) is placed far behind the sample; hence, just the specular reflectance and transmittance are measured.

The CPM setup described elsewhere was used to measure the absorptance of the films both in the standard and absolute CPM mode. On top of the layers coplanar Al or Cr/Ag electrodes were evaporated with the interelectrode spacing $D$ varying from 30 $\mu$m to 3 mm and electrode width $W$ between 2 and 8 mm (Fig. 2). The contribution of the scattered light to the CPM signal is changed by this geometrical setup of the electrodes.

### IV. RESULTS

The spectral dependence of the specular transmittance and reflectance of a typical layer before and after the polishing is shown in Fig. 3. Just a part of the reflectance data is displayed here. In the case of textured surfaces, the modulation depth of the interference fringes is reduced due to light scattering. The “scalar scattering theory,” which considers just the phase modulation of the incident and outgoing light by the height variations along the surface, has been used to interpret the data and to evaluate the root mean square (rms) surface roughness $\sigma$ by the procedure described in Sec. II A.

Calculated values of the optical absorption coefficient $\alpha$ for the sample from Fig. 3 are shown in Fig. 4 and compared with the absorption coefficient of crystalline silicon. Perfect agreement of the $\alpha_{\text{true}}(E)$ evaluated from the $T$ and $R$ measurements on the polished ($\sigma = 0$) and on the “as grown”
textured layers ($\sigma=24$ nm) can be seen. Note, on the other hand, that using the standard theory for the evaluation of the $T/R$ data (it means neglecting the effect of the surface roughness) results in a false, “apparent” optical absorption coefficient for textured layers.

**A. Study of textured and smooth layers by constant photocurrent method (CPM)**

CPM detects the light absorbed (either directly or after one or more scattering events) interbetween the electrodes used for the photocurrent measurement. The gap (spacing) between the electrodes influences the contribution of the scattered light to the measured photocurrent and thus, to the deduced CPM apparent optical absorption coefficient $\alpha_{\text{app}}$ (proportional to the inverse of photon flux necessary to keep the photocurrent constant). CPM results for different inter-electrode spacing together with true $\alpha(E)$ determined from $T/R$ measurements and computed from CPM data are shown in Figs. 5 and 6 for the samples with preferential (220) texture. To evaluate our data we have used the theoretical approach described in Sec. II. Figure 5(a) shows the typical sample A with an as-grown (textured) surface and in Fig. 5(b) the same sample with a polished (mirrorlike) surface. We can see that the effect of light scattering on the CPM spectra disappeared with the polishing procedure and CPM measures in this case directly the true $\alpha(E)$.

Figure 6 shows a different class of samples (sample B) again with the as-grown (textured) [Fig. 6(a)] and polished [Fig. 6(b)] surface. For the sample B there is a strong difference in CPM spectra measured with different interelectrode spacing also for the polished surface. This sample was prepared at a high deposition rate (over 1 nm/s) and has a lower mass density, presumably due to voids.

The increase in the deposition rate and the decrease in the defect density (subgap absorption) is an important issue for microcrystalline silicon solar cells. Results presented in Fig. 7 show that it is possible to deposit material with a very low subgap absorption at a deposition rate of around 5 Å/s
(for deposition conditions see Ref. 26). These samples [prepared at very high frequency (VHF) power 11 and 13 W] represent the lowest subgap absorption data for microcrystalline silicon presented in the literature so far.

V. DISCUSSION

A. Surface and bulk scattering

The results in Figs. 5(a) and 5(b) for the typical sample A (prepared at a medium growth rate of 6 Å/s) demonstrate the dominant surface scattering to be present in such samples. After a standard chemomechanical polishing of the rough sample surface the scattering disappears and the true optical absorption coefficient \( \alpha_{\text{true}} \) is directly measured by CPM. On the contrary, sample B (prepared at a higher deposition rate of over 10 Å/s) also exhibits a bulk scattering contribution,\(^7,12\) which cannot be removed by polishing, as it is seen in Fig. 6(b). The evaluated bulk scattering coefficient is \( \alpha_{\text{sc}} = 28 \cdot 10^3 \text{ cm}^{-1} \), where \( E \) is the photon energy (eV). This would point to a hypothesis that small voids are present in microcrystalline silicon prepared at high deposition rates, similarly to the case of amorphous silicon.\(^{12,27}\) This is furthermore supported by a lower mass density of such films.

It can be useful to unify the theories of bulk and surface scattering, as described in Secs. II C 1 and II C 2, in terms of the scattering coefficient \( \alpha_{\text{sc}}.\)\(^{28}\) The case of light scattering at a rough interface, given by the scattering factors \( S \), can be expressed on the basis of the rms surface roughness \( \sigma \) by the scattering coefficient \( \alpha_{\text{sc}}\):

\[
\alpha_{\text{sc}} = \frac{1}{d} \left( \frac{2 \pi (n_f n_s - n_s) \sigma}{\lambda} \right)^2,
\]

where all terms have their usual meaning. Now we can use for the calculation of surface scattering the theory of multiple bulk scattering described in Sec. II C 1.

Surface scattering is of a vital importance for thin film silicon solar cells. Because of indirect optical transitions in crystalline silicon, optical absorption in thin silicon films is rather low and has to be increased in order to absorb most of the solar spectrum in film a few micrometers thick. Therefore, complicated light trapping schemes have been suggested.\(^{39}\)

An alternative is an ideal “Lambertian” light scattering due to a random rough surface.\(^{30}\) As a special case, we discuss here a random rough surface with rms roughness smaller than the wavelength of the light (nanotextured film). This is exactly the case which has already been realized in a real thin film \( \mu c\)-Si:H cell (2 µm) due to the natural grown surface texture.\(^3,4,31\) The reason for this optical enhancement is presented in a theory here, whereby the \( s \) factors are given in Eqs. (3) and (4). In Fig. 8, the square of the scattering factors \( s \) is plotted because the reflected or transmitted light intensity is proportional to the square of amplitude. In the case of internal reflection in silicon at the rough silicon/air interface, the rms surface roughness of \( \sigma = 40–50 \text{ nm} \) removes the specular part of the reflection because \( (s_{\text{int}})^2 \) approaches zero and one observes just the diffuse reflection (for the wavelength of 900 nm). This is not the case for the transmission through a surface of the same roughness, as it can be seen from Fig. 8. The analysis of this figure (dashed curve for \( s_{\text{ext}}^2 \)) also explains the appearance of the nanotex-

---

**FIG. 6.** Apparent optical absorption coefficients of sample B measured by CPM with different interelectrode spacing (gap) and calculated by T/R measurements: (a) in the as-grown state (textured sample) and (b) after a chemomechanical polishing and H\(_2\) plasma treatment. The evaluated spectral dependence of the true absorption coefficient \( \alpha(E) \) is shown as the main result by solid or empty diamonds; \( \alpha(E) \) of crystalline silicon is shown for comparison. The rms surface roughness \( \sigma = 26 \text{ nm} \) of the as-grown sample was evaluated from the T/R data.

**FIG. 7.** Comparison of the true optical absorption coefficient \( \alpha_{\text{true}} \) for a series of \( \mu c\)-Si:H films prepared at different discharge powers and at dilution of silane in hydrogen of 5%.
B. Material parameters obtained from the true $\alpha(E)$: Differences between microcrystalline and single crystalline silicon

The spectral dependence of the optical absorption coefficient $\alpha(E)$ of microcrystalline Si gives us the information on the material structure, whereas the subgap part reflects the defect states in the material. In order to compare a standard crystalline silicon material with a typical “device-quality” microcrystalline silicon with hydrogen content about 5% (from IR spectra) and 10% amorphous fraction (from Raman scattering) we divide the spectral region into three parts:

(a) the region between 1.2 and 1.4 eV describing the parabolic behavior close to the band edges from which the indirect band gap of silicon may be determined:

(b) the intrinsic absorption region above 1.5 eV; and

(c) the region below 1.1 eV describing the defect-connected absorption.

The detailed study of region (a) on a large set of samples points to the conclusion, that $\alpha(E)$ reaches similar values as in the case of crystalline silicon (see Figs. 4–7), hence, the indirect gap of typical device-quality microcrystalline Si has a value of approximately 1.1 eV at room temperature. Small variance between different samples can be related to the internal strain in the layers, as also observed for the case of monocrystalline Si.33

The true optical absorption coefficient $\alpha_x(E)$, measured either on nonscattering samples or determined with the help of procedures described in this paper for textured layers, is always higher than the absorption coefficient of crystalline silicon in the above-gap region (b). This enhanced optical absorption brings an important advantage for PV applications. The higher $\alpha(E)$ coefficient can be understood by the effective media approximation13 taking the combination of three different material components into account: the crystalline silicon grains, the surface region of grains and the amorphous silicon tissue. It is tempting to quantitatively correlate each component with the corresponding part (peak) in Raman spectra situated alternatively at 520, 500 and 480 cm$^{-1}$.

In a single crystalline silicon, the absorption coefficient around 1.1 eV is related to phonon assisted transitions.25 This mechanism is masked in microcrystalline silicon by an exponential decay (Urbach tail) with a typical slope of 50 meV. The appearance of an exponential decay in $\mu c$-$Si:H$ may be interpreted as a result of the loss of translational symmetry at the grain boundaries.

The defect-connected absorption [$\alpha(E)$ below 1 eV] is attributed to silicon dangling bonds mainly at the grain boundaries and in the amorphous tissue.6,34 This absorption part generally increases with hydrogen evolution at high annealing temperature and decreases with posthydrogenation.6,34,35 At photon energy of 0.8 eV device-grade microcrystalline silicon shows a typical value of the true optical absorption coefficient below 0.1 cm$^{-1}$7. One can even observe $\alpha_{\text{ave}}$ values at the photon energy of 0.8 eV as low as 0.01 cm$^{-1}$ (see Fig. 7). A low defect-related absorption is an indication of the high quality of this material. One can observe that at higher applied VHF power, the quality of ma-
material decreases (increased subgap absorption, reduced solar cell efficiency).26

Finally, we want to comment that the evaluation of the optical absorption coefficient of nanotextured microcrystalline silicon films in some previous papers6,10,34,36 should be reconsidered with the help of theory presented here.

VI. CONCLUSIONS

We have experimentally demonstrated that the absorption enhancement in the infrared region of nanotextured microcrystalline silicon thin films and solar cells comes mainly from the surface scattering. Scattering in the bulk of material can significantly contribute (to the CPM results) in the subgap spectral region. A detailed theory for the evaluation of the true optical absorption coefficient \( \alpha \) from transmittance, reflectance and absorbance (CPM) measurements has been presented. Both the scattering at the surface and in the bulk of the film have been taken into account in our theory. The spectral dependence of the absorption coefficient \( \alpha(E) \) has been interpreted in terms of defect density, disorder, crystalline and amorphous fractions and material morphology.
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APPENDIX A: SCALAR SCATTERING THEORY OF THE REFLECTANCE AND TRANSMITTANCE OF THE LAYER WITH A ROUGH INTERFACE ON A THICK SUBSTRATE

Supposing a light wave is incident perpendicularly to a smooth interface between the media \( i \) and \( j \) and with complex refractive indexes \( N_i \) and \( N_j \). Then the reflection and transmission can be described by the Fresnel coefficients

\[
r_{ij}^0 = \frac{N_i - N_j}{N_i + N_j},
\]

\[
t_{ij}^0 = \frac{2N_i}{N_i + N_j},
\]

where the superscript 0 corresponds to roughness \( \sigma \) value of zero.

If the interface between media \( i \) and \( j \) is rough then scattering will lead to a loss of light from the specularly reflected and transmitted beams. The scalar scattering theory15,28 describes these losses by reducing the Fresnel coefficients by the so called scattering factors. Thus, the coefficients for amplitudes of reflected and transmitted lightwave at a rough interface are given by

\[
r_{ij} = r_{ij}^0 s^\sigma_{ij} = \frac{N_i - N_j}{N_i + N_j} \exp \left[ -\frac{1}{2} \left( \frac{4 \pi n_i \sigma_{ij}}{\lambda} \right)^2 \right],
\]

\[
t_{ij} = t_{ij}^0 s^\sigma_{ij} = \frac{2N_i}{N_i + N_j} \exp \left[ -\frac{1}{2} \left( \frac{2 \pi (n_i - n_j) \sigma_{ij}}{\lambda} \right)^2 \right],
\]

where \( \sigma_{ij} \) is the rms roughness of the interface and \( \lambda \) is the light wavelength in vacuum. The scattering factors \( s^\sigma_{ij} \) and \( s^\sigma_{ij} \) are equal to unity for smooth surface (\( \sigma = 0 \)).

The reflection and transmission coefficients of a thin film on a semi-infinite nonabsorbing substrate can be calculated by the sum of the amplitudes of multiple beams originating from the split incident beam

\[
r_{123} = r_{12} e^{-i \delta_{r_1 r_2}} e^{-i \delta_{r_1}} + r_{12} e^{-i \delta_{r_2 r_3}} e^{-i \delta_{r_2}} + \ldots
\]

\[
= r_{12} + \sum r_{12} r_{21} e^{-2i \delta_{r_1}}
\]

\[
r_{123} = t_{12} e^{-i \delta_{r_1 r_2}} e^{-i \delta_{r_2}} t_{12} e^{-i \delta_{r_1}} + t_{12} e^{-i \delta_{r_2 r_3}} e^{-i \delta_{r_2}} + \ldots
\]

\[
= t_{12} t_{23} e^{-i \delta_{r_2}}
\]

The subscript 123 indicates that the light is incident from medium 1 on a thin film with index \( N_2 \) on the substrate (medium 3) and the phase factor \( \delta \) can be written as

\[
\delta = \frac{2 \pi d N_2}{\lambda},
\]

The phase factor is the sum of two terms \( \delta = \varphi/2 + i \alpha d/2 \), where \( \varphi = 4 \pi n_2 d/\lambda \) describes the interferences (\( n_2 \) is the index of refraction) and \( \alpha = 4 \pi k_2/\lambda \) is the extinction coefficient.

We need to convert the amplitude quantities into intensities observed in the experiment. The intensities of the reflected and transmitted beams at an interface between media 1 and 2 (with or without any interfacial layers) are given by

\[
R_{12} = \frac{n_2}{n_1} r_{12}^\sigma, \quad (A8)
\]

\[
T_{12} = \frac{n_2}{n_1} t_{12}^\sigma. \quad (A9)
\]

Using the formulas above and substituting the parameters for \( \mu c - \text{Si:H} \) \((n_1, \alpha, d, \sigma)\) and the indices of (nonabsorbing) substrate \( n_s \) and ambient \( n_a \) one can calculate the reflectance and transmittance of the film on a semi-infinite substrate. Thus one obtains for incidence either from the side of ambient (afs) or substrate (sfa)

\[
R_{afs} = \frac{R_{afs} + R_{afs} e^{-2ad} + 2 \sqrt{R_{afs} R_{afs}} e^{-ad} \cos(\varphi)}{1 + R_{afs} R_{afs} e^{-2ad} + 2 \sqrt{R_{afs} R_{afs}} e^{-ad} \cos(\varphi)} \quad \text{, (A10)}
\]

\[
R_{sfa} = \frac{R_{sfa} + R_{sfa} e^{-2ad} + 2 \sqrt{R_{sfa} R_{sfa}} e^{-ad} \cos(\varphi)}{1 + R_{sfa} R_{sfa} e^{-2ad} + 2 \sqrt{R_{sfa} R_{sfa}} e^{-ad} \cos(\varphi)} \quad \text{, (A11)}
\]

\[
T_{afs} = \frac{T_{afs} + T_{afs} e^{-ad} + 2 \sqrt{T_{afs} T_{afs}} e^{-ad} \cos(\varphi)}{1 + R_{afs} R_{afs} e^{-2ad} + 2 \sqrt{R_{afs} R_{afs}} e^{-ad} \cos(\varphi)} \quad \text{, (A12)}
\]

We still need to include the influence of the substrate back interface in our results. If the substrate is thick enough
(thicker than the coherence length of the monochromatic light used) then the interference effects in the substrate will be suppressed and one has to take the sum of the intensities of the multiple split beams. Thus, in case of incident light from the film side one gets:

\[ R_f = R_{afs} + T_{afs} R_{sa} T_{sfa} + T_{afs} R_{sa} R_{sfa} R_{sfa} T_{sfa} + \ldots \]

\[ = R_{afs} + \frac{T_{afs} R_{sa}}{1 - R_{afs} R_{sa}}. \quad (A13) \]

In the case of incident light from the glass side

\[ R_g = R_{as} + T_{as} R_{sfa} T_{sa} + T_{as} R_{sfa} R_{sfa} R_{sfa} T_{sfa} + \ldots \]

\[ = R_{as} + \frac{T_{as} R_{sfa}}{1 - R_{as} R_{sfa}}. \quad (A14) \]

The transmittance does not depend on the direction of the light beam and is the same for light incident from either the film or glass side of the sample

\[ T_f = T_g = T_{afs} T_{sa} + T_{afs} R_{sa} R_{sfa} T_{sfa} + \ldots = \frac{T_{afs} T_{sa}}{1 - R_{afs} R_{sa}}. \quad (A15) \]

**APPENDIX B: EFFECT OF MULTIPLE BULK SCATTERING ON THE PHOTOCURRENT MEASUREMENT IN A COPLANAR ELECTRODE CONFIGURATION**

The photocurrent \( I_{sc} \) arises from the photons absorbed after one or more scattering events. In the case of bulk scattering in the thin film, one can write

\[
I_{sc} \sim N_{\text{photons}} \left[ 1 - \exp(-\alpha_{sc} \cdot d_f) \right] \cos \theta \left[ 1 - \exp(-\alpha_{\text{true}}/\alpha_{sc}) \right] + N_{\text{photons}} \left[ 1 - \exp(-\alpha_{sc} \cdot d_f) \right] \cos^2 \theta \exp(-\alpha_{\text{true}}/\alpha_{sc}) \left[ 1 - \exp(-\alpha_{true}/\alpha_{sc}) \right] + N_{\text{photons}} \left[ 1 - \exp(-\alpha_{sc} \cdot d_f) \right] \cos^3 \theta \exp(-3 \alpha_{true}/\alpha_{sc}) \left[ 1 - \exp(-3 \alpha_{true}/\alpha_{sc}) \right] + \ldots, \]

\[ (B1) \]

where \( N_{\text{photons}} \) represents the number of photons impinging perpendicularly on the sample surface, and \( \theta \) is the critical angle for total reflection. In this case one can assume that the scattering mean free path (optical length between two scattering events) is \( 1/\alpha_{sc} \). Therefore each row of Eq. (B1) represents a contribution to the photocurrent after the next scattering event. The term ‘‘\( \cos \theta \)’’ represents the optical losses of the light within two escape cones (given by the refraction indexes of Si and surrounding medium). Here we consider (instead of two angles \( \theta_1 \) and \( \theta_2 \) for interfaces air–film and substrate–film) either the higher angle enabling the waveguiding of the scattered light (for the interelectrode spacing below 1 mm) or the effective angle corresponding to the effective index of refraction. The value of this effective refractive index is given not only by the surrounding media but also by the geometry of the gap (area \( W \cdot D \)) because some part of the light escaping from thin film to glass substrate can return back to the area of electric field

\[
\cos \theta = \cos \theta_1 + \cos \theta_2 - \cos \theta_3, \quad (B2) \]

where \( \theta_3 \) is calculated on the basis of index of refraction of the film \( n_f \), of the substrate \( n_s \), of the substrate thickness \( d_s \) and of the interelectrode function \( X(W,D) \)

\[
\theta_3 = \arcsin \left[ \frac{n_s}{n_f} \sin \left( \arctan \frac{X}{2d_s} \right) \right]. \quad (B3) \]

Equation (B1) can be simply rewritten as

\[
I_{sc} \sim N_{\text{photons}} \left[ 1 - \exp(-\alpha_{sc} \cdot d_f) \right] \cos \theta \left[ 1 - \exp(-\alpha_{\text{true}}/\alpha_{sc}) \right] \left[ 1 + \cos \theta \exp \left( -\frac{\alpha_{true}}{\alpha_{sc}} \right) \right] + \cos^2 \theta \exp(-2 \alpha_{true}/\alpha_{sc}) \left[ 1 - \exp(-2 \alpha_{true}/\alpha_{sc}) \right] + \cos^3 \theta \exp(-3 \alpha_{true}/\alpha_{sc}) \left[ 1 - \exp(-3 \alpha_{true}/\alpha_{sc}) \right] + \ldots. \]

\[ (B4) \]

The terms of Eq. (B4) in the brackets form a geometrical series, therefore one can write

\[
I_{sc} \sim N_{\text{photons}} \left[ 1 - \exp(-\alpha_{sc} \cdot d_f) \right] \cos \theta \left[ 1 - \exp(-\alpha_{true}/\alpha_{sc}) \right] \left[ 1 + \cos \theta \exp \left( -\frac{\alpha_{true}}{\alpha_{sc}} \right) \right]^{N_{\text{bulk}}} - 1 \]

\[ \cos \theta \exp \left( -\frac{\alpha_{true}}{\alpha_{sc}} \right) - 1, \quad (B5) \]

where \( N_{\text{bulk}} \) is the number of the scattering events inside the region of an electric field between the electrodes (area \( W \cdot D \)).

**APPENDIX C: CALCULATION OF THE INTERELECTRODE SPACING FUNCTION \( X(W,D) \)**

The interelectrode spacing function \( X(W,D) \) represents the average distance travelled by the photons after they are scattered in a waveguided direction of propagation before they leave the active area of the electric field between the electrodes. Since the film thickness is much smaller than the dimensions of electrodes (\( W \) and \( D \)), the determination of the \( X(W,D) \) may be solved as a two dimensional problem.
TABLE I. Results of the interelectrode spacing \(X(W,D)\) for the typically used interelectrode distance \(D\) and electrode width \(W\) (see Fig. 2).

| \(W\) (mm) | 8 | 8 | 2.2 | 2.2 | 2.2 |
| \(D\) (mm) | 2 | 0.5 | 0.2 | 0.08 | 0.03 |
| \(X(W,D)\) (mm) | 1.695 | 0.635 | 0.231 | 0.115 | 0.052 |

For photons originating in a point \((w,d)\) between the electrodes the average distance before loss \(x(W,D,w,d)\) is calculated as the average of the distance to the edge of the interelectrode area over the possible directions of the light, i.e., \(\varphi \in [0,2\pi]\). The spacing function \(X(W,D)\) is then the average of the \(x(W,D,w,d)\) over the whole area between the electrodes, i.e., for \(w\) ranging from 0 to \(W\) and \(d\) from 0 to \(D\)

\[
X(W,D) = \int_0^W \int_0^D x(W,D,w,d) \frac{dWdd}{WD} dwdd. \tag{C1}
\]

Unfortunately, this integral cannot be solved analytically and therefore one has to use a numerical method for the calculation. Examples of the \(X(W,D)\) results of typically used gaps \(W\cdot D\) are listed in Table 1.
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