Lattice-distortion-enhanced electron-phonon coupling and Fermi surface nesting in 1T-TaS$_2$
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The temperature dependence of the electronic structure of the quasi-two-dimensional material 1T-TaS$_2$ is revisited by considering angle-resolved photoemission spectroscopy (ARPES) and density functional theory to calculate the imaginary part of the static electronic susceptibility characterizing the nesting strength. While nesting appears to play a role in the high temperature phase, the ARPES line shapes reveal peculiar spectral properties which are not consistent with the standard two-dimensional Peierls scenario for the formation of a charge density wave. The temperature dependence of these anomalous spectral features suggests a lattice-distortion enhanced electron-phonon interaction.

I. INTRODUCTION

The interplay between lattice and electronic degrees of freedom has received renewed interest in the context of high-temperature superconductivity and colossal magnetoresistance materials where electron-phonon coupling and possible polaronic effects are considered.\textsuperscript{1,2} A significant contribution to the discussion is given by angle-resolved photoemission experiments via analysis of the spectral function. In this context it is important to examine other, more conventional materials with respect to unconventional spectral features.

1T-TaS$_2$ is a layered transition metal dichalcogenide (TMDC) with a quasi-two-dimensional character. Reduced dimensionality leads to peculiar electronic properties and an interesting phase diagram.\textsuperscript{3} In particular, a charge density wave (CDW) occurs with three distinct phases as the temperature is lowered. It is incommensurate (IC phase) between 600 and 350 K and commensurate (C phase) with a ($\sqrt{13} \times \sqrt{13}$) periodicity below 180 K, resulting in a rotation of 13.9° with respect to the underlying unreconstructed (1 × 1) lattice. Between 350 and 180 K, a hexagonal array of commensurate domains with typical size of 70 Å, the so-called quasicommensurate (QC) phase, is formed. The domains are separated by domain walls, or commensurations, where the CDW changes quickly.\textsuperscript{4} Moreover, the transition to the C phase at 180 K is accompanied by a jump of the resistivity of more than one order of magnitude.

In one dimension (1D) the occurrence of a CDW is well explained by the theory of the Peierls instability\textsuperscript{5,6} where a metal becomes unstable with respect to a spatially modulated perturbation with wave vector $q_{\text{CDW}}$ equal to two times the Fermi vector $2k_F$. This leads to the formation of electron-hole pairs with the same wave vector and finally to the opening of a gap which provides a gain in electronic energy in order to compensate the elastic energy paid for the lattice distortion. The driving force for such an instability is given by the topology of the Fermi surface (FS) which has to present favorable nesting conditions. Namely, large portions of the FS have to be connected or nested by the vector $q_{\text{CDW}}$. A good indicator of the quality of the nesting is the imaginary part of the static electronic susceptibility $\chi(q)$ which, in linear response theory, relates the response of the system to the perturbation.

The Peierls mechanism is also commonly evoked in order to explain the CDW in 1T-TaS$_2$.\textsuperscript{3,7,8} The topology of the FS of 1T-TaS$_2$ with parallel sections spanned by a vector of approximately $q_{\text{CDW}}$ has contributed to the strength of this assumption. In a recent paper,\textsuperscript{9} it was shown that in order to confirm this scenario, the knowledge of the gap-momentum dependence is of central importance. Pillo et al.\textsuperscript{10} in their FS measurements, have observed a pseudogap over the whole FS in the C phase at a temperature below 180 K as well as in the QC phase at room temperature. The removal of states at the Fermi level ($E_F$) is explained by a Mott localization (electron localization of a collective nature)\textsuperscript{11,12} which also gives rise to the strong resistivity enhancement between the QC to C phase transition. Pillo et al. interpreted the pseudogap observed at room temperature as a possible precursor effect of the Mott transition. Another explanation for the pseudogap is based on the spectral weight change induced by the new periodicity due to the CDW lattice distortion.\textsuperscript{13}

These interpretations of the pseudogap are either based on electron-electron correlations or on one-electron band theory, neglecting possible effects of strong electron-phonon interaction in this CDW material where electron phonon interaction necessarily has to play an important role. The only contribution of electron-phonon interaction considered until now is the one allowing momentum transfer between electrons and holes near $E_F$.

Therefore it is the aim of this paper to examine the influence of electron-phonon interaction. Indeed, as nested areas of the FS can be removed by the formation of electron hole pairs during the Peierls transition, non-nested FS may also be gapped by the influence of strong enough electron-phonon coupling.\textsuperscript{14} Moreover, the elastic energy paid for the Peierls distortion being inversely proportional to the electron-phonon coupling parameter $g$; strong electron-phonon interaction can help a 2D Peierls transition. In a CDW material, the electron-lattice interaction leads to a static distortion of
the whole lattice structure, but may also induce a local dynamic distortion of the lattice around the electron, forming a quasiparticle (QP) called polaron. In the case of short-range interaction it is called a small polaron, as first introduced by Holstein for the study of molecular crystals. Recently, intensive numerical works have been performed on the Holstein model leading to very interesting results, notably a calculated spectral function showing a tendency towards an insulating state depending on the electronic filling or the strength of the coupling parameter g.

After describing the experimental and computational details in the next section, we will show angle-resolved photoelectron spectroscopy (ARPES) measurements for the three phases (IC, QC, and C phase). The observed spectral changes are discussed with special attention given to the influence of strong electron-phonon coupling. Low energy electron diffraction (LEED) experiments are presented to illustrate the structural changes induced by the CDW formation, and one-electron calculations based on density functional theory (DFT) are used to examine the amplitude of Fermi surface nesting. It appears that the electron-phonon coupling changes across the different CDW phases, indicating an enhancement of the coupling induced by the lattice distortion.

II. EXPERIMENTAL AND COMPUTATIONAL DETAILS

ARPES energy distribution curves (EDC’s) were acquired with a Scienta SES-200 hemispherical analyzer with energy and angular resolution of ΔE=5 meV and 0.25°, respectively, while the Fermi surface mapping (FSM) measurements have been collected in a modified Vacuum Generator ESCALAB Mark II spectrometer with energy and angular resolution of 50 meV and 0.5°, respectively. The sequential motorized sample rotation has been described elsewhere. Monochromatized photons of energy 21.22 eV were used for all measurements reported here. 17 T-TaS2 samples were prepared by vapor transport and cleaved in situ at pressures in the 10−11 mbar region. Surface cleanliness before and after ARPES measurements was monitored by x-ray photoelectron spectroscopy (XPS), while we used LEED to check the sample orientation and the evolution of the CDW superstructure. The Fermi energy and instrumental energy resolution were calibrated by measuring a polycrystalline copper sample. Computation of the imaginary part of the static electronic susceptibility χ(q) has been done using a recent extension to WIEN2K based on the OPTICS package.

III. RESULTS AND DISCUSSION

The bulk as well as the surface Brillouin zones (BZ) are shown in Fig. 1(a). In Fig. 1(b) the Ta plane is represented with arrows indicating the CDW-induced displacements that lead to the commensurate (√13 × √13)-R 13.9° superlattice observed in the C phase as well as in the domains of the QC phase. The displaced Ta atoms build the so-called “Star-of-David” arrangement constituted of two outer shells of six atoms and a single atom in the center of the star (this latter being the localization site in the model of Fazekas and Tosatti that explains the Mott transition in this material). The CDW manifests itself also along the third dimension as shown by an x-ray diffraction study.

The LEED measurements allow one to follow the evolution of the CDW as a function of temperature. In the IC phase [Figs. 2(a) and 2(b)] one can observe the high intensity spots of the (1×1) lattice, each of them being surrounded by six less intense CDW satellite spots. Only the six superspots closest to the main spot are visible due to incommensuration. In accordance with previous work the superspots are aligned along the ΓM direction of the (1×1) structure. Note that this is 13.9° off with respect to the CDW wave vector of the C phase. By passing through the IC to QC transition the diffraction pattern [Fig. 2(c)] shows a drastic rotation of ~11° of the CDW satellite reflections with respect to the ΓM direction. In Fig. 2(d) the orientation of the CDW spots is reported as a function of temperature.
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**FIG. 1. (a) Surface and bulk Brillouin zones of the 1T structure. (b) The (1×1) Ta plane. The arrows show the lattice distortions on the Ta sites shaping the “Stars-of-David” caused by the (√13 × √13)-R 13.9° superstructure in the commensurate CDW phase.**
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**FIG. 2. Low-energy electron diffraction patterns (electron energy 93.7 eV) for (a) and (b) the IC phase and (c) the QC phase. On (a) the (1×1) hexagonal BZ is plotted and the dashed line indicates the ΓM direction. (b) and (c) are zoomed pictures of the region delimited by the dashed square of (a). The lines are guide to the eye and refer to the ΓM direction. (d) Temperature dependence of the angle between ΓM direction and Γ-superspot position.**
good agreement with previous electron diffraction\cite{28} and STM (Ref. 29) measurements, it appears that after a first step of $\sim 11^\circ$ the CDW angle is gradually increasing.

The transition from the IC phase to the QC phase has been studied theoretically on the basis of the Landau theory by McMillan\cite{30} and more specifically for 1T-TaS$_2$ by Nakaniishi and Shiba.\cite{4} Depending on the CDW-lattice interaction they predict for the QC phase a discommensuration model consisting of domains with a commensurate structure as in the C phase separated by discommensuration regions. This model has found large support thanks to STM works\cite{31,32} and confirmation by x-ray crystal structure refinement.\cite{35} Therefore, the rotation of $\sim 11^\circ$ is attributed to the appearance of domains. Although inside the domains the local angle between the CDW and the lattice is 13.9°, a slightly lower angle is measured. This discrepancy is explained by Wu et al.,\cite{31} showing that the measured angle is consistent with an average CDW vector (due to different phases of the CDW in the different commensurate domains). The evolution of this angle while lowering the temperature appears to be related to the growth of the domain sizes, with the commensurate domain areas gaining weight. In our data the angle appears to go quicker to the equilibrium value than in previous experiments.\cite{28,31} We attribute this difference to different sample quality. Indeed, a strong influence of defects on the domain sizes has been shown by Zwick.\cite{33}

An indication of the role of electronically driven instabilities as the origin of the observed CDW in the IC phase may be provided by an estimate of the imaginary part of the static electronic susceptibility $\chi(q)$ which is defined as Im $\chi(q) = \Sigma_{n,n',\delta} \delta(e_{n'+\delta k} - e_{n,k})$, neglecting matrix elements.\cite{34,35} The Dirac function $\delta$ gives a contribution or not depending on whether $q$ is a nesting vector or not. Computation of Im $\chi(q)$ is presented for two different $q_{\perp}$ values on linear gray scale plots in Fig. 3(a) with the white color indicating a large response of the electron system, together with Im $\chi$ plotted along the $\Gamma M$ direction. The strong intensity around $q_{\perp}=0$ is due to intraband contributions from a weakly dispersing band and is irrelevant for the nesting. Indeed, for $q_{\perp}=0$, a local maximum is found around $q_3=1/\sqrt{13}\times e_{\perp}$, consistent with Myron’s\cite{36} calculations obtained for a more limited set of $q$ vectors. Out of the basal plane, one observes at $q_{\perp}=1/\sqrt{13}\times e_{\perp}$ and $q_1=1/\sqrt{13}\times e_{\perp}$ a more pronounced local maximum confirming the out-of-plane component of the nesting vector.\cite{24,25} Therefore, for the IC phase where the CDW is directed along $\Gamma M$ and the calculated susceptibility has a distinct maximum for $q_3=1/\sqrt{13}\times e_{\perp}$, FS nesting is a plausible explanation for the onset of the CDW. Additional confidence for a standard Peierls scenario to explain the occurrence of the ICCDW comes from Fig. 3(b) where a Fermi surface mapping (FSM) of the 1T-TaS$_2$ measured at room temperature is reproduced. We superimpose on this FSM the BZ corresponding to the IC superstructure. It clearly shows that some of the BZ boundaries of the IC superstructure follow the nested areas of the FS as expected in the standard Peierls scenario. Therefore, this result leads to a significant potential for electronic energy gain. But, as pointed out by Johannes et al.,\cite{37} the definitive evidence of the nesting contribution to the CDW formation needs confirmation by calculation of the real part of the static electronic susceptibility. Presently this calculation is beyond our capabilities. Nevertheless, we can expect a local maximum in the real part. In fact, given the geometry of the FS of 1T-TaS$_2$, the maximum in the imaginary part of the susceptibility at the correct $q_{\text{ICCDW}}$ vector can be attributed to the presence of flat areas on the FS and numerical simulation (not using DFT) for a 2D toy model (not shown), i.e., closed FS with flat areas, leads to a local maximum not only in the imaginary part of the susceptibility but also in the real part of the susceptibility.

Figure 4 presents ARPES measurements in the IC and QC phases, taken at 350 and 344 K, respectively. The intensity plots (high intensity in black) on Fig. 4(a) are azimuthal cuts taken at a polar angle of 14° with respect to $\Gamma$. The only visible band, near $E_F$, originates from Ta 5d electrons. In Fig. 4(b) these intensity plots are symmetrized with respect to the Fermi level and summed in order\cite{38,39} to remove the perturbative effect of the Fermi-Dirac distribution cutoff and to infer whether the spectral function peak crosses the chemical
potentials or not. Figure 4(c) shows the energy distribution curves (EDCs) corresponding to the intensity plots shown in Fig. 4(a). In Fig. 4(d) a sketch of the FS contours is drawn, together with a superposition of the non- and commensurate-state BZs. The curved arrow indicates the location of the intensity plots of Fig. 4(a). The presumed nesting vector $q_{\text{CDW}}$ is also drawn according to the calculation of $\text{Im} \chi(q)$, connecting flat parts of the elliptically shaped FS with large, possibly nested (parallel) portions which have strongly turned the discussion of the origin of the CDW towards the nesting scenario.

As mentioned in the Introduction a clear picture of the gap momentum dependence is crucial for the interpretation of the origin of the CDW. Pillo et al., first, and Bovet et al., later, have both observed an entirely pseudogapped FS at room temperature (QC phase) without any differentiation between presumed nested areas, new BZ boundaries, and other FS parts. The pseudogap was either interpreted as a precursor effect of the Mott transition in the commensurate domains due to the already formed “Star-of-David” superstructure with electron localization sites at the center or as a band structure effect due to the new symmetry induced by the lattice deformation. Here we want to introduce a new possible explanation based on the detailed spectral features of Fig. 4. However, one has to be aware that the new interpretation does not contradict the previous ones, but gives a new point of view. As long as quantitative modeling of ARPES for realistic microscopic models is not available it is not clear to what degree a given interpretation is unique.

Consistently with the two previous authors we have performed the same measurements on large parts of the FS (not shown) and we do not observe a different behavior than that shown in Fig. 4 and described in the following. In the IC phase [Fig. 4(a) and 4(b), left] a broad Ta $5d$ band flattens and narrows slightly when approaching $E_F$, giving rise to a small maximum centered at $E_F$ in the symmetrized plot. In a standard interpretation of the symmetrization procedure this would be attributed to a Fermi level crossing of the quasiparticle peak (QP). However, band calculations predict a linear slope through $E_F$ and no flattening as observed. Moreover, within the Fermi-liquid picture ARPES peaks are attributed to QP excitations whose lifetime increases when approaching $E_F$. However, in our case the Ta $5d$ peak remains anomalously broad near $E_F$. Thus we are clearly in the presence of a renormalized band which touches $E_F$ without clearly crossing it. Also, a renormalization of the entire FS, as observed, is not consistent with an explanation based solely on a 2D Peierls scenario. Since the interaction of electrons with the lattice is a key aspect of the CDW instability, a natural candidate to explain these anomalous spectral properties is electron-phonon coupling which can induce polaronic effects. A polaron is the fermionic QP made of an electron surrounded by a local lattice distortion which enhances its mass. Depending on the strength and the character of the interaction, the spectral changes induced by the electron-phonon coupling can be more or less dramatic. But, in any case, they are reflected by a band flattening and a partial or complete transfer of the spectral weight from the coherent QP to a broad incoherent part on the high binding energy side (for a detailed view of changes induced in the spectral function, see Refs. 1, 14, and 40–42). A polaronic scenario could thus explain the apparent absence of QP crossing as well as the broad line shape and the isotropically pseudogapped experimental FS.

An enhancement of the previous anomalies can be observed upon cooling down to the QC phase [Fig. 4(c)]. The line shape gets abruptly broader (when lowering $T$ by only 6 K), the center of mass of the Ta $5d$ band shifts towards higher binding energy when approaching the Fermi vector and becomes clearly separated from a small maximum visible in the symmetrized plot [Fig. 4(b), right]. This symmetrization peak originates from a finite spectral weight near $E_F$. Bovet et al. attributed this to a reconstructed band coming from above and merely straddling $E_F$. In the polaronic picture proposed here, this finite intensity near $E_F$ is also...
compatibility with a remnant weight of the coherent QP.\textsuperscript{14}

The changes between the photoemission spectra of the IC and QC phases are abrupt and are interpreted as a change of the electron-phonon interaction character. Indeed, in 2D or 3D systems there is a qualitative dependence of the polaron type (large or small) on the range of the electron-lattice interaction.\textsuperscript{43} While large polarons are formed if the electron-lattice interaction due to the long range Coulombic interaction between electronic carriers and lattice ions is of predominant importance, small polarons form if the short range electron-lattice interaction such as the deformation potential interaction dominates. As shown above, the transition to the QC phase is characterized by the formation of commensurate domains composed of the so-called “Stars-of-David” clusters. These small clusters can be identified with small molecules acting as potential wells and hence favor the short range interaction. Therefore, the static deformation of the whole lattice structure induced by the CDW in the IC phase leads, in turn, to a more local character of the electron-lattice interaction and an enhancement of the electron-phonon coupling strength, i.e., a lattice distortion enhanced electron-phonon coupling.

A complete evolution of the symmetrized EDCs as a function of temperature is represented in Fig. 5. These EDCs are all measured at the position indicated by the white circle on the FS sketch of Fig. 4(d). The abrupt changes when going from the IC to the QC phase are obvious: the broad feature centered at $E_F$ in the IC phase is split into a small maximum and a broad hump on the higher binding energy side in the QC phase. Inside the QC phase, a smooth variation, reflected by a slightly decreasing intensity at $E_F$ and a spreading of the hump towards higher binding energy is observed when lowering the temperature. The hump structure even splits up into two structures at binding energies of 0.125 and 0.270 eV, as indicated by the two arrows. This is in agreement with the domain size growth observed by STM.\textsuperscript{31,32} with a continuous shrinkage of the discommensurate region which hence has less weight in the ARPES intensity and thus allows the appearance of the commensurate electronic structure which is split into sub-bands.\textsuperscript{44} Moreover, as was mentioned by Zwick et al.,\textsuperscript{35} the number of free carriers able to screen electron as well as electron-phonon interaction steadily decreases along with the domain growth. Therefore, the evolution of the spectral line shape in the QC phase is also influenced by a variation of the electron-lattice coupling.

The transition into the C phase (Mott transition\textsuperscript{11,12}) introduces more drastic modifications in the symmetrized curves, with the disappearance of the small maximum at $E_F$ and the strong intensity enhancement of the peak closest to the Fermi level accompanied by a shift of $\approx 60$ meV towards higher binding energy. Moreover, the splitting of the Ta 5d band into sub-bands, as predicted by the Tosatti and Fazzekas model, appears very clearly. All these spectral changes were previously attributed to a change of regime, with the electron-electron correlation strongly dominating the physics of the C phase, leading to a Mott transition. It is interesting to note that the splitting of the Ta 5d band takes place above the occurrence of the Mott transition. This splitting has the effect of strongly reducing the electronic bandwidth and, in parallel, contributing to the increase of the relative weight of the Hubbard repulsion term, confirming that favorable conditions for the Mott insulator transition are induced by the CDW reconstruction.

In Fig. 6(a) FSM measured at 20 K is plotted with respect to the wave vector component parallel to the surface. The (1 $\times$ 1) BZ is superimposed as well as the new BZ due to the commensurate CDW, illustrated by the small hexagons. What is reported is the photoelectron intensities (gray scale, with high intensity in white) measured in a narrow energy window around $E_F$, as a function of emission angle. The outer circle corresponds to grazing emission. Having identified no clear QP crossing of $E_F$ in the previously discussed data we note that the experimental FSM is a pattern reflecting the anisotropic distribution of the remaining spectral weight of the electrons at $E_F$. The obtained pattern with high intensity features centered in the small hexagons is fully consistent with the ($\sqrt{13} \times \sqrt{13}$)-R 13.9° symmetry of the commensurate superstructure. For larger polar angles the correspondence is less perfect, and the absence of intensity at the center of some hexagons may be explained by matrix element arguments used to explain the absence of branches of the elliptically shaped normal state FS.\textsuperscript{45} In Fig. 6(b) EDCs measured along the new $\bar{\Gamma}$ points [indicated by the white dashed arrow in Fig. 6(a)] are shown in gray scale with high intensity in black. According to the “Star-of-David” picture and its inequivalent Ta atoms, one can distinguish three smoothly dispersing Ta 5d sub-bands, two completely filled at binding energies of 0.43 and 0.9 eV and the lower Hubbard band (LHB) closer to $E_F$. By zooming into the dispersion of the LHB [see Fig. 6(c)], after adjusting the gray scale, one can observe decreased spectral weights at the new BZ boundary positions (indicated by arrows) and increased spectral weights at the new $\bar{\Gamma}$ points. We therefore conclude that the intensity peaks in the FSM result from the dispersion of the LHB. In a recent article\textsuperscript{46} the authors identify a splitting of the LHB, presumably induced by magnetic ordering with a new periodicity. However, in view of the perfect correspondence of the LHB dispersion with the CDW induced BZs, we preferably attribute these structures to the commensurate superstructure and note that the periodic depletion of spectral

FIG. 5. Temperature dependence of symmetrized ARPES spectra. All the spectra are taken at the position indicated by the white circle on the FS sketch of Fig. 4(d). The arrows point to the two separated structures discussed in the text.
IV. SUMMARY AND CONCLUSION

We have investigated the temperature dependence of the electronic structure of $1T$-TaS$_2$. The computation of the imaginary part of the static susceptibility reveals a small and broad local maximum at a $q$ value in good agreement with the expected nesting vector for the IC phase. Additionally the superposition on the FSM of the BZ corresponding to the IC superstructure shows the possibility of a significant potential of electronic energy gain. These two observations point strongly towards the Peierls mechanism to explain the IC-CDW phase occurrence. We exploited ARPES to study the band structure in the three phases (IC-QC-C). In contradiction with a pure 2D Peierls scenario, we did not find any clear QP crossing in the QC phase as well as in the IC phase but, instead, we observed a broad dispersing feature with renormalized dispersion while approaching the Fermi level. Based on polaronic considerations, we can understand these anomalous spectral properties. However, the presence of polarons has to be confirmed by other methods. Available optical measurements do not allow us to accept or reject this point of view. More precise data in the midinfrared region as a function of temperature are needed. By interpreting the “Star-of-David” cluster as a small molecule we invoke a possible interplay between long range and short range electron-lattice interaction which may well enhance the strength of the coupling and hence give even more support to the polaronic point of view. By lowering the temperature through the Mott transition, the physics changes to a strongly correlated electron-electron interaction regime. The C phase data is in perfect agreement with the symmetry of the commensurate superstructure and even reveals a dispersive modulation of the LHB which allows us to locate the CDW gap at the position of the new BZ boundaries. To conclude, it turns out that although $1T$-TaS$_2$ has been studied for decades, its complex phase diagram and the mechanism behind the CDW formation are still a subject of debate. As long as quantitative simulations of ARPES data with realistic microscopic models are still missing, it is not clear to what point a given interpretation is unique. Nevertheless, the qualitative agreement of the behavior of our measured line shapes with a scenario based on the presence of polarons presents a new point of view to explain instabilities in $1T$-TaS$_2$.
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