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Summary

A critical review of different methods for the design of illumination devices is presented. The strengths and limits of non-sequential ray-tracing are discussed in detail. The use of global illumination algorithms for the design of illumination devices is also evaluated. A design strategy based on the original optical transfer block (OTB) method is proposed to make easier the optimization of illumination light pipes. The main limitation of traditional illumination design tools is thus overcome.

The possible working principles of illumination light pipes are explained. Different light pipe configurations are evaluated based on their optical performances and their manufacturing constraints. Reflective micro-prism light pipes prove to be particularly well adapted for the realization of efficient lighting devices. Finally, the realization of a watch frontal-lighting device based on a micro-prism light pipe is described.
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Chapter 1

Introduction

This thesis is the result of the work done in the scope of an industrial project for the watch industry. The goal of the project was to develop an efficient illumination device for the frontal-lighting of watches. The need for a new generation of light sources in order to satisfy the demanding optical, electrical and mechanical requirements has been early identified. The use of illumination light pipes has proven to be the natural solution for the watch lighting device. This dissertation shows the challenge related to the conception of illumination light pipes. In particular, we describe the strategy used to overcome the limitations of the commercially available design tools.

The context

There are many applications which take profit of the improvements made in the field of optical light sources [1-1]. Technological advances allow to improve the lighting efficiency, to lower the operating costs, and to increase the lifetime of the sources. Nevertheless, for most applications, optical light sources need to be assisted by complementary optics in order to deliver the desired lighting distribution. Traditional designs, which include lenses and mirrors, are not well adapted for the realization of compact and cheap lighting devices. Moreover, some lighting distributions are difficult to achieved with standard optics.

Illumination light pipes are innovative devices that provide an unmatched degree of flexibility and allow to overcome many of the limitations of standard designs. Light pipes have traditionally been used for the lighting of compact displays, but new fields
of application are emerging for the automotive industry, the watch industry, the medical instrumentation, the lighting of buildings, etc.

**The challenges**

The relatively simple working principle of light pipes allows the quick realization of operational prototypes. However, the use of illumination light pipes for demanding applications requires fine tuning of the design by numerical means. The optimization of illumination devices is a task, which is not yet offered by the commercially available simulation programs.

The problems related to the design optimization of illumination light pipes are summarized hereafter:

- the definition of a good initial design is critical,
- there are too many design parameters,
- the influence of a given parameter on the overall performance of the device is difficult to identify,
- the computation time needed for the analysis of the optical system is too long.

The automatic optimization of the design is difficult due to the number and the various nature of the parameters to be considered during the design process. In fact, the optical function of any illumination device is influenced by its 3-dimensional geometry, the optical properties of the materials, and the roughness of the surfaces. Moreover, the constraints imposed by the manufacturing process have to be taken into account during the design.

The optimization principle consists of varying a few design parameters between two evaluations of the design, hoping that this change will result in an improvement of the optical performance of the illumination device. The process is repeated until a design is found that fulfils the requirements. Optimizations based on purely numerical algorithms, like simulated annealing, result generally in a large number of iterations before obtaining a good design. Since the time necessary for the computation of one single analysis run takes generally several hours, the design of illumination devices becomes
a lengthy process. Alternatively, the choice of the parameters to vary can be done “manually” by the designer. Nevertheless, the influence of a given parameter on the overall performance of the system may be very difficult to predict. Therefore the convergence of the optimization process cannot be guaranteed.

Obviously, a method is needed which allows the rapid convergence of the optimization process. This goal cannot be achieved without a good initial design. This means that the main design options have to be chosen correctly taking into account the optical, electrical, and mechanical requirements, but also the manufacturing constraints. A critical overview of the different design options is needed in order to select the best light pipe configuration for each application.

**Our contribution**

The purpose of this thesis was to suggest a strategy for the realization of illumination light pipes. This task requires the understanding of very different concepts, like the simulation algorithms, the light pipe working principles, and the manufacturing technologies. This thesis gives a critical review of these different aspects, and proposes some original solutions to overcome some of the limitations of the current design tools.

The next points summarize the topics which are introduced in this thesis:

- presentation of a critical review of the different analysis algorithms,
- proposition of a light pipe design strategy based on an original model called the optical transfer block (OTB) method,
- study of the light pipe working principles and of the possible design options,
- proposition of two encoding schemes for the control of the lighting distribution,
- discussion of manufacturing technologies.

The exact modeling of illumination devices in their surrounding environment is numerically very demanding. Therefore, different analysis algorithms have been proposed which introduce different levels of simplification in view to reduce the computing time to reasonable levels. These algorithms are either based on ray-tracing, or on the radiance equation. We discuss the working principles and limitations of these models. A
good understanding of the underlying algorithms of each analysis method is necessary to insure the correctness of the simulations.

In order to overcome the lack of optimization modules in the current illumination programs, we propose a hierarchical approach of the design process. The goal is to reduce the number of design parameters. Thus, the influence of each design parameter on the optical performances of the system becomes easier to identify, the selection of the variable design parameters is simplified, and the convergence of the optimization process is guaranteed. The proposed method, called the optical transfer block (OTB) method, consists of representing the light pipe by a sequence of adjacent blocks. Each block is characterized by its optical transmission function, which determines the balance of radiant energy passing through the faces of the block. The first step of the design is to find the combination of blocks which gives the required optical function of the light pipe. The fine tuning of the design is finally done with the help of existing analysis programs.

To be successful, any optimization process has to start with a good initial design. The configuration of the illumination light pipe is chosen in function of the requirements of the application. In view to facilitate this choice, we present the working principles of the light pipe. In particular we make a critical review of the different type of light pipe outcouplers. The choice of the outcoupler determines mainly the optical function of the light pipe, as well as the manufacturing technologies.

Light pipes are particularly interesting for the control of the lighting distribution. In particular, they allow the uniform illumination of extended surfaces with very compact devices. The distribution of the illumination is mainly controlled by the density of the outcouplers along the surface of the pipe. The encoding schemes used for the calculation of the outcoupler distribution are described.

Light pipes using reflective micro-prisms as outcouplers have particularly interesting optical properties. Actually, reflective micro-prisms allow a good control of the direction of illumination with minimal optical losses. Moreover, the technologies for the manufacturing of micro-prisms are being constantly improved. We discuss in detail the
properties of micro-prism light pipes (in particular the shadowing effect) and illustrate their potential by describing the realization of a frontal-lighting device for watches.

**Organization of the dissertation**

Chapter 2 presents the strengths and limits of the different analysis methods. The principle of the optical transfer block (OTB) method is explained and its application for the optimization of illumination light pipes is introduced.

Chapter 3 introduces the light pipe concept. The characteristics of the different types of light pipe outcouplers are evaluated. The calculation of the outcoupler density by the OTB method is described. Finally, the possible manufacturing technologies are presented, and their consequences on the design are discussed.

Chapter 4 illustrates the potential of illumination light pipes for a very demanding application, namely the frontal-lighting of watches. The selected light pipe approach is based on total internal reflection micro-prisms. We describe the benefits of this approach and present the first experimental realizations.

Chapter 5 discusses the achievements of the present thesis and identifies some possible paths for future developments.

Finally, several appendices have been included, which resume some definitions, detail some derivations, or present properties which can be useful for the design of illumination devices.

### 1.1 References

Chapter 2

Methodology for the design of illumination devices

Illumination devices are used in many applications such as automotive headlights, automotive stop lamps, back-lighting of flat panel displays, and solar cell concentrators. These devices perform very different optical functions. Automotive headlights are designed in view to generate a well controlled lighting distribution: the street has to be illuminated as brightly as possible, while avoiding to blind the other drivers. Stop lamps need to attract the attention of the other drivers. In this case, the generated illumination has to be very directive. The back-lighting devices need to deliver a bright and uniform illumination over the full screen surface. Finally, the solar cell concentrators have to collect as much light as possible. Furthermore, all these devices have very different electrical, mechanical, thermal, and manufacturing requirements, which directly impact on their respective design. These examples illustrate the variety of requirements, which have to be taken into account during the conception of illumination devices.

Many illumination devices have very simple designs which can be realized intuitively without any simulation tool. However, the design of performing devices, whose goal is to perfectly control the lighting distribution, require the assistance of illumination design programs. For instance, the realization of the freeform reflectors used by the automotive headlamps may require several months of engineering and days of computer simulations.
In this chapter, we review the state of the art in the design of illumination devices. We identify the shortcomings of the process and introduce an original approach to overcome some of the current limitations of the optimization procedure. The goal is to propose an unified design strategy applicable for most of lighting applications.

Fig. 2-1  Flowchart of the design process.

The concepts governing the illumination systems are often very simple. An initial design is generally easily defined by simple intuition and experience. The start of the design process often consists in an existing device, whose performances need to be optimized. As shown in Fig. 2-1, the design of an optimized illumination device respects the traditional analysis-and-optimization loop. Nevertheless, the computer intensive nature of the analysis process and the number of the possible variable parameters make the traditional optimization algorithms unsuitable.

Section 2.1 explores the different analysis approaches. Ray-tracing is the analysis tool of choice in optical engineering. We present the particularities of non-sequential ray-tracing and its strengths and weaknesses for the design of illumination devices. The rendering techniques traditionally used in the computer graphic industry represent an
alternative to ray-tracing which is generally ignored by optical engineers. The principle of the algorithms based on the radiance equation and the radiosity are explained and discussed. Some hybrid methods combining ray-tracing and radiosity are discussed as well.

The optimization of illumination devices has traditionally be limited to simple problems like finding the best shape of reflectors [2-1], or concentrators [2-2]. The advent of a new generation of light sources has multiplied the possible applications and therefore the possible lighting device configurations. The related requirements fixes a new challenge for the optimization process. The problems related with the definition of the merit function, the choice of the variable design parameters, and the design evaluation are discussed in section 2.2.

A solution to facilitate the design process would be to consider a simplified version of the optical system. In section 2.3, we propose an approach for which the system is subdivided into functional blocks, called optical transfer blocks (OTB). We get a higher level of abstraction, which minimizes the number of design parameters, and consequently makes easier the optimization process. Finally, a review design strategy is proposed in section 2.4.

2.1 Critical review of analysis methods

The analysis is at the center of the design process. The potential optical performances of the illumination device need to be evaluated before any costly hardware realization. The rule of the analysis tools consists in simulating the optical behavior of the device taking into account the laws of physics.

The next subsections describe different analysis methods, mainly based on ray-tracing and on the radiance equation. Each algorithm is evaluated for its ability to be integrated in the design process of illumination devices. The precision (correctness) and the computer efficiency of the analysis method are the two main evaluation criteria, which are briefly discussed hereafter.
The correctness criteria

The simulation of illumination devices consists of calculating the propagation of light through the optical system. The two main values which need to be taken into account by the simulation are: the direction of propagation of the light and the spatial repartition of the power (flux).

The light sources used for lighting applications are generally incoherent and have an extended surface of emission. In this context, wavefront propagation effects like diffraction and interference (speckles) can be neglected. The propagation and deviation of light is well described by the laws of geometrical optics like reflection, refraction, and the grating equation. However, the calculation of the power repartition requires a deeper knowledge of the interaction between light and matter. In this case, the state of polarization of light, the complex index of refraction of the materials, the micro-structuration of the surface profile, and the surface roughness have to be considered.

The knowledge of the state of polarization of light is required for the calculation of Fresnel refraction and reflection, the calculation of single- or multi-layer coatings, the calculation of grating diffraction efficiency, and the calculation of surface and volume scattering. For unpolarized sources, the polarization modes $s$ and $p$ have the same magnitude. On the other hand, polarization may be used for itself in illumination systems (e.g. the use of polarizers in automotive rear-view mirrors).

The simulation of the losses by absorption inside the materials or at the surface requires the precise knowledge of the (complex) refractive indexes. Moreover, some technological processes, like injection molding, may introduce volume scattering, which is often associated with absorption. The in-house characterization of the materials may be required before any serious simulations. For instance, measurements have shown that, depending on the preparation, the absorption of molten PMMA (polymethylmethacrylate) in the visible may vary from $0.4dB/m$ to $2dB/m$.

Scattering effects are often used by illumination devices in order to influence the lighting distribution. Scattering may also be a disturbing effect that needs to be taken into account in the design of the lighting device (e.g. automotive fog lamps). Scattering re-
results from the interaction of the light with obstacles having a size close to the wavelength. The distribution of the scattering obstacles can either be stochastic (surface or bulk scattering), or well structured (grating diffraction). The exact simulation of scattering is based on the electromagnetic (EM) diffraction theory. For further details, we refer to Ref. [2-3] for the EM calculation of diffraction gratings, to Ref. [2-4] for the calculation of scattering by particles, and to Ref. [2-5] for the calculation of scattering by rough surfaces. The exact calculation of scattering is too complex to be executed within the illumination analysis programs.

The scattering properties of surfaces, namely the bidirectional scattering distribution function (BSDF), are often measured experimentally with some type of goniometric instrument [2-6, 2-7]. The BSDF is defined as the ratio of the scattered surface radiance to the incident surface irradiance (see Appendix B). The measured data is stored in tables which can later be addressed offline by the illumination analysis programs. As shown in Appendix B, the BSDF may also be approximated by an analytical function; in this case, it is directly computed by the illumination analysis program. Whatever technique is used, one condition for a correct analysis consists in knowing exactly the optical characteristics of the constitutive materials and the surface physics.

\[ \text{BSDF} = \frac{\text{scattered radiance}}{\text{incident surface irradiance}} \]

Fig. 2-2 Determination of the scattered light during the analysis process.
Most of the illumination systems are insensitive to chromatic effects. The analysis is then done at one (central) wavelength. However, the fine tuning of some devices may require a polychromatic analysis. For instance, the unwanted bluish effects generated by the automotive xenon headlights could be reduced by the use of wavelength sensitive micro-optical elements. Other devices may have their basic working principle based on wavelength shifts. This is for example the case of fluorescent light sources. In most cases, the polychromatic analysis results from several sequential analysis done at different wavelengths.

**The computer efficiency criteria**

As shown in Fig. 2-1, the analysis process is in the center of the optimization loop. We show in the next sections that the analysis of illumination devices is time consuming by nature. It is not unusual that a single analysis run takes several days of computation on a Pentium® class computer. In this case, the optimization process may be limited to a few (≤ 10) iterations (in comparison, the optimization of imaging devices may take several thousands of iterations).

Generally, the analysis computation times are function of the required degree of precision. Therefore an adaptive analysis algorithm, for which the degree of precision is increased from run to run, can reduce the overall optimization time by one order of magnitude. The optical transfer block (OTB) approach (introduced in section 2.3), where the optical system is roughly described by functional blocks, can be considered as a first model of analysis.

Thanks to the increasing power of CPUs, which doubles each 18 months following Moore’s law, the limits related to the computing times are constantly pushed back. Moreover, the algorithms simulating the propagation of light are perfectly well suited for parallel multiprocessing. At the time of this writing, cheap 4-way workstations are becoming common. As the analysis tools are being adapted to these new computer architectures, the palette of problems, which can reasonably be analyzed (and optimized), grows from year to year.
2.1.1 Ray-tracing

Light has been modeled by rays since the ancient past. However, it took time to understand the fundamental principles of geometric optics. Alhazen (around 1000) was the first to correctly formulate the law of reflection. It was not before 1621 that W. Snell formulated the law of refraction, which was finally described in terms of sines by R. Descartes in 1637. The calculation of the optical aberrations in optical instruments was greatly facilitated by the simplifications introduced by Seidel in the 19th century. The Seidel approximation consists in expanding the trigonometric formulae into Fourier series up to the third order (see Eq. (2-1)). Seidel approximation (also called third order approximation) has been used for the design of optical instruments during nearly one century. In the sixties, with the advent of the first commercially available computers, ray-tracing programs became available. The performances of the optical design process have increased considerably due to the exact calculation of the trigonometric functions and to the automation of the optimization procedure.

\[
\sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \ldots \\
\tan x = x + \frac{1}{3}x^3 + \frac{2}{15}x^5 + \frac{17}{315}x^7 + \ldots
\]

(2-1)

2.1.1.1 Sequential ray-tracing

Traditionally, ray-tracing has been used for the design of imaging systems (microscope, telescope, camera, …). The goal is to minimize the optical aberrations [2-8]. As illustrated in Fig. 2-3, the rays propagate through the system from the object plane to the image plane (by convention from left to right). In imaging systems, the sequence in which the rays intersect the optical surfaces is predefined. All rays starting from the object plane reach surface #1 first, then surface #2, and so on until they meet the image plane. The programs based on this predefined intersection sequence are called sequential ray-tracing programs.
Chapter 2

**Fig. 2-3** Illustration of sequential ray-tracing.

**Fig. 2-4** Flowchart of the analysis by sequential ray-tracing.

The flowchart in Fig. 2-4 summarizes the sequential ray-tracing analysis process (we have not included the optimization loop). The first step consists of defining the optical system. Generally the surfaces are defined by the coefficients of analytical functions (i.e. plane, sphere, conic asphere, polynomial asphere, …). The materials are defined by their wavelength dependent index of refraction. The rays are generated in the object plane by launching a grid of rays through the pupil. The analysis of the optical aberrations of the system requires the tracing of a relatively low number of rays (a few thou-
sands as a maximum). The propagation of each ray is simulated by calculating the successive coordinates of intersection and the direction of propagation. The deviation of the rays at the ray-surface intersection is determined by the laws of refraction and reflection (see Appendix A). Finally, the position and the direction of the rays reaching the image plane are stored for the evaluation of the design performances.

2.1.1.2 Non-sequential ray-tracing

The simple sequential ray-tracing approach has some limitations, even for the design of imaging systems. Some imaging instruments, such as microscopes or retro-projectors, incorporate a light source, whose function has to be optimized during the design process. Moreover, the stray-light produced by inter-reflections and the diffusion generated by the surface roughness influences the performances of the device. In view to analyze these effects, a new generation of ray-tracing programs has been developed. These programs take into account the flux per ray and they are able to simulate the non-sequential propagation of the light through the system. Therefore the programs are called non-sequential ray-tracing programs.

The main goal of non-sequential ray-tracing programs is to calculate the spatial or directional repartition of the power. The radiometric values of interest are: the flux \( \phi \), the irradiance \( E \), and the radiance \( L \) (see Appendix D for the definition of the radiometric and photometric values). The analysis consists of simulating the incident power on one (or several) detector surface(s), which, may represent the eye, the film plane of a camera, a solar cell panel, a flat panel display, etc. Beside the power values, the polarization of the light may be important for some illumination devices. For example, the efficiency of LCD back-lighting devices depends directly on the state of polarization of the light.

---

1 At the time of this writing, the last generation of traditional sequential ray-tracing programs incorporate non-sequential capabilities. However, most of them are still unable to manipulate flux. Their utility for the design of illumination devices remains therefore marginal.
As shown in Figs. 2-4 and 2-5, the four main steps of analysis sessions are similar for sequential and non-sequential ray-tracing. However, the detailed implementation is more complex in the case of non-sequential ray tracing. A basic understanding of the underlying algorithms is necessary for the judicious definition of the analysis parameters and for a correct interpretation of the results.

**Fig. 2-5 Flowchart of the analysis by non-sequential ray-tracing.**

**Definition of the optical system**

For non-sequential problems, the definition of the optical system geometry takes a significant part of the resources allocated to the design. This task requires the same tools and competences as classical 3D mechanical modeling. Thus most of the analysis tools include the possibility to import data from external CAD tools. In contrary to sequential ray-tracing where the function of the device is exclusively defined by optical elements (lenses, prisms, mirrors, …), all the constitutive elements of the scene (e.g. the mounting) may contribute to the optical performances of the device and need therefore be defined carefully.

The next step consists of attributing the optical properties to the different elements of the scene. The volume properties of each object are defined by the refractive index
(complex for metals) and/or an absorption coefficient. Moreover, each surface has its own optical properties, defined either by the surface roughness, a multi-layer coating, or a diffractive micro-structure. As shown in Appendix B, the optical properties of the surface may generally be defined by the bidirectional distribution function (BSDF). In any case, it is crucial to know the exact optical properties of each element before any ray-tracing. Some preliminary characterization of the materials and surfaces may be required.

The last step before the ray-tracing process consists of defining the observation planes. These observation planes may correspond to physical detectors (eye, CCD, …). They can be dummy planes, which serve for the analysis of the propagation of light at a specific location in space. The choice of the detector resolution (pixel size) depends on the optical function to analyze. The detector resolution determines the minimal number of rays to be traced (finer resolutions need more rays).

**Definition of the source**

A good simulation of a lighting device requires the accurate modeling of the light source. As illustrated in Fig. 2-6, the geometry of the source can be described respecting all the details of the physical model. The radiance of the filament can be defined precisely taking into account the local variations of the temperature (the emission efficiency depends on the temperature). The filament stands are included as they can cause shadowing or ray reflection, affecting the performances of the source.

An other alternative consists in measuring experimentally the radiance of the source. An artificial source is then defined for the ray-tracing analysis. The shape of the artificial source corresponds to an imaginary surface that has been scanned by the detector during the characterization process (see Fig. 2-7). Each surface element (patch) of the artificial source emits rays whose direction and flux is determined in order to reproduce the measured local radiance.
Fig. 2-6 Two different views of an H-4 headlamp bulb.

Modeled in the optical and analysis design tool ASAP™ (courtesy of Breault Research Organization, Inc.).

Fig. 2-7 Source defined by an radiant envelop surrounding the real source.

The radiant envelop approach is perfectly suited for the simulation of many applications. However shadowing effects due to the interactions of the reentrant rays with the source geometry are not taken into account. This can distort the results of the simulation, particularly if the source is surrounded by a reflector as shown in Fig. 2-8.

For both presented models, the simulation of the source implies the modeling of the radiance $L$ emitted by surface elements (or patches). As illustrated in Fig. 2-9, the radiance is defined as the flux $\phi$ per unit projected area ($A\cos\theta$) and per solid angle $\omega$. 
\[ L = \frac{d^2 \phi}{dA \cdot \cos \theta \cdot d\omega}. \] (2-2)

The units of radiance are \( W \text{ sr}^{-1} m^{-2} \).

**Fig. 2-8**  *Re-entrant rays are deviated or absorbed in the real model, but their trajectory is unmodified using the radiant envelop model.*

The radiance can be simulated by generating rays in random directions and adapting their flux in accordance with the radiance in their direction of propagation. An other possibility consists in keeping the flux of the emitted rays constant and determining statistically the direction of rays in accordance with the radiance distribution. These techniques of ray generation are sometimes referred in the literature as stochastic ray-tracing [2-9].

**Fig. 2-9**  *Radiance simulated by rays emitted by the surface patch.*

During a ray-tracing session, a finite number of rays are generated from the source. The number of generated rays is a critical parameter of the analysis. If the number of ray is too low, the precision of the simulation will be insufficient. In contrary, if the
number of generated rays is too high, the computation time will be prohibitive. Depending on the system configuration, the ideal number of rays to generate may vary from a few hundred to several millions. The strategy consists in starting the analysis with a reduce number of rays and to increase this number progressively until the observed power distribution on the detector(s) converges. In other words, this approach corresponds to the minimization of the signal-to-noise ratio on the detector(s), and depends directly on the detector resolution (pixel size). As the number of rays \( N \) increases, the flux \( \phi_p \) incident on each pixel \( p \) of the detector converges towards an average value \( \bar{\phi}_p \), as

\[
\bar{\phi}_p = \lim_{N \to \infty} \left[ \frac{1}{N} \sum_{n=1}^{N} \phi_{p,n} \right].
\] (2-3)

**The ray-tracing process**

The rays emitted by the source propagate straight ahead until they meet the next reflective or refractive surface. The ray-surface intersection can either be solved analytically or numerically [2-10]. The difficulty of non-sequential ray-tracing comes from the fact that the next intersected surface is not known in advance. A crude way to solve the problem consists first in calculating the possible intersections of the ray with all the surfaces of the scene, and then in selecting the shortest ray path. As a scene can be formed by several thousands of surfaces, a more efficient method is needed.

A way to speed the calculation consists in dividing the space in bonding volumes (this procedure is sometime called voxelization and the bounding volumes voxels). The ray-surface intersection algorithm is then only applied to the surfaces contained in the bounding volumes intersected by the ray path. An efficient algorithm for the calculation of the ray-box intersection is presented in Ref. [2-11]. In the example of Fig. 2-10, the ray intersects a surface in the fourth bounding volume found along the ray path. In this case, the ray-surface intersection algorithm has been applied to only six surfaces (contained in the bounding volumes 1, 2, 3 and 4).

At each intersection point, the rays change their direction of propagation by refraction, reflection, diffraction or scattering. Appendices A and B give the equations used for
the calculation of the direction of propagation. At the difference with sequential ray-tracing where only one (main) direction of propagation is considered, non-sequential ray-tracing programs take into account all the possible directions of propagation. This difference is illustrated in Fig. 2-11 for the case of a refractive surface.

![Fig. 2-10](image1.png)

*Fig. 2-10  Optimization of the ray-surface intersection algorithm by dividing the space in bonding volumes.*

![Fig. 2-11](image2.png)

*Fig. 2-11  Directions of propagation taken into account at the ray-surface intersection point for a refractive surface.*

Non-sequential ray-tracing programs take into account the flux transported per ray. As shown in Fig. 2-11, the flux is spread out between reflected and transmitted rays at the
ray-surface intersection point. Moreover part of the power may be absorbed at the interface. One simulation method consists in splitting the incident (parent) ray into child rays and attributing the corresponding flux to each child ray. The ray-splitting approach is very intuitive. But, as the rays split at each intersection, the number of rays increases exponentially during the ray-tracing process. As the ray properties need to be stored until the ray reaches the final target (detector, or free space), the computer storage capacities may be exceeded during the ray-tracing process.

The ray-splitting method requires some care to guaranty the correctness of the simulation. The necessity to introduce a cutoff condition in order to avoid the endless generation of rays is illustrated in Fig. 2-12a. In this case, a few percents of the incident flux is reflected between the two surfaces. The generation of child rays is stopped when the ray flux is lower than the predefined cutoff condition. Note that, as the light used in illumination devices is incoherent, there is no interference effects to take into account in the configuration of Fig. 2-12a. In case of surface scattering, the repartition of the flux is defined by the BSDF of the given surface. The BSDF can be simulated by the statistical generation of a finite number of child rays. The number of generated child rays is called the split ray number; it has a value of three in the example shown in Fig. 2-12b. The choice of the cutoff condition and the split ray number is a compromise between the required precision of the simulation and the limits of the computer resources (computing time and storage capacities).

![Diagram](image_url)

*Fig. 2-12 Illustration of the parameters required by the ray splitting algorithm: a) cutoff condition, b) split ray number.*
An alternative to the ray-splitting method is to consider only one direction of propagation at each interface (think to it as “one ray in, one ray out”). In this case the flux per ray is kept constant and the direction of propagation is chosen statistically. This method is sometime referred as the photon approach (a photon does not split), or more generally as Monte Carlo ray-tracing. The Monte Carlo method does not require the definition of any cut-off or sampling parameter. The designer only needs to increase the number of rays emitted by the source until the power distribution on the detectors converges (minimization of the signal-to-noise ratio).

![Fig. 2-13 Illustration of Monte Carlo ray-tracing at a refractive surface; the ray, or photon, is either refracted or reflected.](image)

Table 2-1 summarizes the relations involved in the calculation of possible ray-surface interactions (see Appendices B and C for a discussion on the calculation of scattering distributions and Fresnel equations). We observe that the splitting of the flux depends on the surface properties, as well as on the direction and state of polarization of the incident ray.

Inside an absorbing media (defined by the extinction coefficient $\alpha$), the ray flux $\phi$ varies with the ray path length $z$. The flux becomes

$$\phi(z) = \phi_0 \exp(-\alpha \cdot z),$$

(2-4)

where $\phi_0$ represents the initial flux of the ray. In case of Monte Carlo ray-tracing (the ray flux is kept constant), the existence or the extinction of a ray propagating through an absorbing media is determined statistically.
<table>
<thead>
<tr>
<th>Optical effect</th>
<th>Interface parameters</th>
<th>Equation / Law</th>
<th>Surface type</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>specular reflection and refraction</td>
<td>refractive index of propagation media, and (complex) refractive index of metal</td>
<td>Fresnel reflection/refraction</td>
<td>polished dielectric surface</td>
<td>measured or calculated BSDF</td>
</tr>
<tr>
<td>specular reflection and absorption</td>
<td>refractive indices of surrounding media and refractive indices of coatings</td>
<td>single or multiplayer thin film calculation</td>
<td>polished metallic surface</td>
<td>measured or calculated BSDF</td>
</tr>
<tr>
<td>high specular reflection, and low specular reflection (anti-reflection coating)</td>
<td>refractive indices of the surface profile</td>
<td>measured or calculated BSDF</td>
<td>surface coated with dielectric thin film(s)</td>
<td>measured or calculated grating efficiency</td>
</tr>
<tr>
<td>specular reflection/refraction and directive scattering</td>
<td>refractive indices of statistical distribution of molecules within the volume</td>
<td>measured or calculated BSDF</td>
<td>rough surface (reflective or refractive)</td>
<td>measured or calculated BSDF</td>
</tr>
<tr>
<td>specular reflection/refraction and Lambertian scattering</td>
<td>refractive indices</td>
<td>measured or calculated BSDF</td>
<td>surface coated with a volume scattering layer</td>
<td>measured or calculated BSDF</td>
</tr>
<tr>
<td>specular reflection/refraction in the diffraction order/directions</td>
<td>refractive indices</td>
<td>measured or calculated BSDF</td>
<td>surface coated with a diffraction grating (reflective or refractive)</td>
<td>measured or calculated BSDF</td>
</tr>
</tbody>
</table>

Table 2-1  Possible power re-distribution at the ray-surface interface.
The ray tracing process is finished once all the rays (or photons) emitted by the source are either, intercepted by the detectors, absorbed inside the optical system, or propagated in free space to infinity. If the power distribution observed on the detector is too noisy, the number of rays emitted by the source is increased until the signal-to-noise ratio reaches acceptable levels.

**Evaluation of the design**

The design evaluation consists in comparing the simulated performances of the illumination device with the predefined optical requirements. Generally, the values of interest are: the distribution of the illumination on the detector(s), the direction of the illumination rays, and for some applications, the state of polarization of the illumination rays.

The illumination setup of Fig. 2-14 serves to illustrate typical analysis outputs. The irradiance map (Fig. 2-15) and intensity plot (Fig. 2-16) show the state of the illumination on the observation disk. We observe that the illumination is very directive and most of the flux is concentrated in the center of the disk.

![Figure 2-14](image)

**Fig. 2-14**  *Illumination device composed by a bulb source, a reflector, and an observation disk.*

*Modeled with the modeling and analysis tool TracePro ® (courtesy of Lambda Research Corp.)*

Figure 2-17 illustrates the analysis of the state of polarization of rays going through a birefringence material. Actually all the rays have a linear polarization. The circular and elliptical polarizations are achieved by the superposition of several rays having a tilted
linear polarization. For instance, the analysis of the state of polarization is a critical step in optimization process of LCD back-lighting devices.

**Fig. 2-15** Irradiance map as observed on the observation disk.

Modeled with the modeling and analysis tool TracePro (courtesy of Lambda Research Corp.).

**Fig. 2-16** Intensity plot as observed on the observation disk.

Modeled with the modeling and analysis tool TracePro (courtesy of Lambda Research Corp.).
Global illumination refers to the techniques used by the computer graphics industry for the rendering of 3D scenes. The term *global illumination* means that the illumination of a surface does not only depend on light coming directly from the light sources, but also from the multiple reflections coming from the surrounding scene. Originally, global illumination has been used for the realization of virtual scenes; the emphasis being put on the aspect of the synthesized images. However, with the increase of the computer power and the evolution of computational algorithms, programs based on global illumination are slowly moving towards true simulation tools.

Strictly speaking non-sequential ray-tracing is a global illumination algorithm. However, global illumination refers generally to non exact, but computer efficient, techniques conceived for the approximate simulation of complex scenes. We show that if applied correctly, these techniques can also be valuable engineering tools for the analysis of illumination devices. This is particularly true for the calculation of complex diffusing scenes, where the amount of rays necessary for the ray-tracing analysis can quickly become prohibitive. One of the criteria slowing down the acceptance of global illumina-
tion comes from the lack of industrial tools (with the notable exception of the stray light analysis program APART® [2-12]). Actually, architecture is today the only engineering domain which makes extensive use of global illumination for the simulation of interior house lighting [2-13]. There is no doubt that new fields of application will emerge.

There is a family of global illumination algorithms which describe the exchange of radiant flux between surface elements (or patches). Thus, as shown in Fig. 2-18, the first step consists of dividing the scene in patches. This process is similar to the meshing used in finite element analysis (FEA). However, as discussed later in this chapter, the meshing criteria for global illumination differs from those of FEA. Each patch of the scene is then characterized by its emission and its BSDF. In this context, a source is simply defined by a set of non zero emission patches. There exist different algorithms which may be used for the calculation of the global illumination. The algorithm is chosen in function of the required degree of precision and its computing efficiency. The next subsections discuss the radiance equation method and its simplified version: the radiosity algorithm. Finally, once computed, the scene needs to be visualized. The fact that the viewing angle can be chosen and changed without a complete recalculation of the scene is one of the nice properties of radiosity.

Fig.2-18 Flowchart of the analysis by global illumination algorithms.
2.1.2.1 The radiance equation

As shown in Eq. (2-2), the radiance \( L \) represents the flux by unit solid angle leaving and/or reaching a surface element. Radiance is the value used to express the exchange of flux between two surface elements, which is given by the *Fundamental Theorem of Radiometry*

\[
d\phi = L_{12} \frac{dA_1 \cos \theta_1 \cdot dA_2 \cos \theta_2}{r^2}, \tag{2-5}
\]

where \( dA_1 \) and \( dA_2 \) are surface elements, \( r \) is the distance between the two surface elements, \( \theta_1 \) and \( \theta_2 \) are the angles between the two surface elements and the line joining the surfaces, \( L_{12} \) is the radiance emitted by \( dA_1 \) in the direction of \( dA_2 \), and \( d\phi \) is the flux incident on the surface element \( dA_2 \). Note that the flux is considered as constant within each surface element.

![Fig. 2-19 Exchange of flux between two surface elements (patches).](image)

The radiance has the interesting property to be invariant along the direction of propagation. Therefore, the radiance \( L_{12} \) emitted from \( dA_1 \) in direction of \( dA_2 \), is the same as the radiance \( L_{21} \) received by \( dA_2 \) from \( dA_1 \) (\( L_{12} = L_{21} \)).

The energy equilibrium for each patch of the scene is expressed by the *radiance equation* (also called the *global illumination equation*, see Refs 14 and 15 for a detailed discussion)

\[
L(x,\theta_0,\phi_0) = L_z(x,\theta_0,\phi_0) + \int_{\Omega} \rho(x,\theta_0,\phi_0,\theta,\phi) \cdot L_i(x,\theta,\phi) \cdot \cos \theta \cdot d\omega. \tag{2-6}
\]
The radiance equation says that the emitted radiance $L$ of a surface element centered in $x$ corresponds to its proper emission $L_e$, plus the radiance $L_i$ received from the surrounding scene multiplied by the BSDF $\rho$ of the surface. The meaning of the different terms of the global illumination equation is summarized hereafter (see Fig. 2-21 for the geometrical definitions):

- $L(x,\theta_0,\phi_0)$ is the radiance leaving point $x$ in direction $(\theta_0,\phi_0)$;
- $L_e(x,\theta_0,\phi_0)$ is the emitted radiance leaving point $x$ in direction $(\theta_0,\phi_0)$ ($L_e \neq 0$ for light sources);
- $L_i(x,\theta,\phi)$ is the incident radiance reaching point $x$ from direction $(\theta,\phi)$;
- $\cos \theta$ represents the relative orientation of the surrounding surface elements;
- $\Omega$ is a sphere (or half sphere for reflecting surface) centered at point $x$;
- $\rho(x,\theta_0,\phi_0,\theta,\phi)$ is the bidirectional scattering distribution function.

![Geometrical definitions used by the global illumination equation.](image)

Fig. 2-20  Geometrical definitions used by the global illumination equation.

If the scene is considered as a set of patches, the radiance of the patch $P_i$ is expressed as proper emission of the patch plus the sum of the individual contributions of the different patches of the scene. The contribution of the patch $P_j$ on the patch $P_i$ is expressed by an integral on $P_j$. The radiance equation can be rewritten as

$$L(x,\theta_0,\phi_0) = L_e(x,\theta_0,\phi_0) + \sum_j \int_{P_j} \rho(x,\theta_0,\phi_0,\theta,\phi) \cdot L_i(x,\theta,\phi) \cdot H(x,x_j) \cdot \gamma(x,x_j) \cdot dA_j \cdot (2-7)$$
Methodology for the design of illumination devices

$H(x_i, x_j)$ is the visibility function between the patches $P_j$ and $P_i$ (takes the value 0 or 1). $\gamma(x_i, x_j)$ describes the geometrical configuration of the scene and is independent of its optical characteristics

$$\gamma(x_i, x_j) = \cos \theta_{i,j} \cdot \cos \theta_{j,i} \left| r_{ij} \right|.$$  \hspace{2cm} (2-8)

As shown in Fig. 2-21, $r_{ij}$ represents the vector going from the patch $P_i (x_i \in P_i)$ to the patch $P_j (x_j \in P_j)$, $\theta_{i,j}$ is the angle between the patch $P_i$ and the vector $r_{ij}$, $\theta_{j,i}$ is the angle between the patch $P_j$ and the vector $r_{ji}$ ($r_{ji} = -r_{ij}$).

![Fig. 2-21 Geometrical parameters for the determination of $\gamma(x_i, x_j)$.

The calculation problem

The radiance equation can be solved by the finite element method, as presented in Refs. [2-14] and [2-15]. However, the exact computation of Eq. (2-7) is very time consuming, making its use impractical in most cases. Different simplifications to the radiance equation have been proposed, which reduce the computation time at the expense of the precision of the simulation. The well known radiosity algorithm, presented in the next subsection, is a simplified version of the radiance equation for Lambertian diffusing patches. The computation time will also be minimized if the size of the patches is adapted to the local variation of the radiance. The meshing strategy is discussed in the next subsection for the radiosity case.
2.1.2.2 Radiosity

The radiance equation should not be mixed up with the radiosity algorithm extensively used in the computer graphics community (see [2-14] and [2-15]). Radiosity makes the assumption that all the surfaces of the scene are Lambertian diffusers. In spite of this crude approximation, simulations made with the radiosity algorithm give good results in many cases.

The radiosity $B$ corresponds to the radiant exitance of a Lambertian diffusing patch. In this case, the radiance and the radiosity are related by the following equation

$$B = \int_{\Omega} L \cdot d\omega = \pi \cdot L.$$ \hspace{1cm} (2-9)

Once the scene has been meshed, the exchange of radiant flux between Lambertian diffusing patches is defined by the following equation

$$B_i = E_{ij}^{\text{exitance of the patch}} + \rho \sum_{j}^{N} F_{ij} \cdot B_j,$$ \hspace{1cm} (2-10)

where $B_j$ is the radiosity of the considered patch, $E_i$ the proper radiant irradiance of the patch (nonzero for light sources), $B_j$ the radiant exitance of the other patches of the scene, $F_{ij}$ the form factor between the patches $i$ and $j$, $\rho$ the reflectivity of the patch $i$, and $N$ the number of patches of the scene.

Equation (2-10) has to be compared with the discrete form of the radiance equation (Eq. (2-7)). We observe that the radiance terms, which depend on the considered direction, have been replaced by radiant exitance and irradiance terms (scalars). Moreover the BSDF term (double directional dependency) has been replaced by the patch reflectivity (scalar).
The form factor

The form factor $F_{ij}$ can be interpreted as the relative flux emitted by the patch $P_j$ which is intercepted by the patch $P_i$. Based on the definitions given in Fig. 2-21, the form factor of the radiosity equation becomes

$$F_{ij} = \frac{1}{A_i} \int_{x_i \in P_i} \int_{x_j \in P_j} \frac{\cos \theta_i \cdot \cos \theta_j}{\pi |r_{ij}|^2} H(x_i, x_j) \, dA_i \, dA_j.$$  \hspace{1cm} (2-11)

The meaning of the different terms of the form factor equation is summarized hereafter

- $\cos \theta_j$  
  Lambertian apodization of the radiant exitance of the surrounding patches;
- $\cos \theta_i$  
  obliquity factor;
- $\frac{1}{\pi |r_{ij}|^2}$  
  the spherical attenuation of the propagating flux;
- $\frac{1}{A_i} \int_{x \in P_i} dA_i$  
  averages the irradiance over the full patch (the radiosity is considered as constant over each patch);
- $H(x_i, x_j)$  
  visibility function from point $x_i$ to point $x_j$ (takes value 0 or 1).

The calculation of the form factor can be very computer intensive. Nevertheless, some interesting properties can be used to reduce the computation time considerably. The form factor has the following properties (we let the interested reader look at Ref. [2-14] for the details)

- reciprocity : $\forall (i, j) \quad A_i F_{ij} = A_j F_{ji}$ \hspace{1cm} (2-12a)
- additivity : $F_{i(j\cup k)} = F_{ij} + F_{ik}$ \hspace{1cm} (2-12b)
- conservation of energy : $\sum_{j=1}^{N} F_{ij} = 1$ \hspace{1cm} (2-12c)

Equation (2-12c) is only valid in a non-absorbing closed environment for which no energy is lost. Equations (2-12) mean that unknown form factors can be derived from known ones, reducing the number of times the integral Eq. (2-11) has to be computed.
Meshing and visibility function

The calculation of the form factor is directly dependent on the meshing of the scene (number and disposition of the patches). The meshing should satisfy two main criteria: the BSDF $\rho_i$ and the radiosity $B_i$ are considered as constant within each patch $i$. In practice, the size of the patches need to be adapted to the materials and to the lighting conditions. The influence of the lighting conditions on the meshing is illustrated in Fig. 2-22. The sharp shadow cannot be reproduced exactly as the radiosity is averaged within each patch. The size of the patches is reduced along the shadow boundary in order to minimize this effect. The underlying consequence is that the meshing should be readapted if the position of the source is changed between two simulations.

Fig. 2-22 Adaptation of the patch size to the lighting conditions. Observe the finer meshing along the shadow boundary.

The meaning of the visibility function $H(x_i, x_j)$ is illustrated in Fig. 2-23. The points $x_{i1}$ and $x_{j1}$ are visible to each other; thus, the visibility function takes the value 1. The points $x_{i2}$ and $x_{j2}$ are invisible to each other; in the case the visibility function takes the value 0.
Fig.2-23  Illustration of two patches \( P_i \) and \( P_j \) partially visible to each other.

**Calculation and visualization of results**

The main interest of the radiosity equation (Eq. (2-10)) consists in its elegant calculation algorithms, which spare a lot of computer resources when compared to the radiance equation. Most of the resources are used for the calculation of the form factor \( F_{ij} \) (double integral, see Eq. (2-11)). The calculation time can be reduced by applying the different properties of the form factor (Eqs. (2-12)). Moreover, the form factor is independent of the optical properties of the scene. This means that different configurations of the same scene (e.g. change of the material properties) can be done without recalculating the form factor.

The radiosity (Eq. (2-9)) can be expressed in the form of a vector-matrix equation

\[
\begin{pmatrix}
B_1 \\
B_2 \\
\vdots \\
B_n \\
\end{pmatrix}
= \begin{pmatrix}
E_1 \\
E_2 \\
\vdots \\
E_n \\
\end{pmatrix}
+ \begin{pmatrix}
\rho_{11} F_{11} & \rho_{12} F_{12} & \cdots & \rho_{1n} F_{1n} \\
\rho_{21} F_{21} & \rho_{22} F_{22} & \cdots & \rho_{2n} F_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{n1} F_{n1} & \cdots & \rho_{nn} F_{nn} \\
\end{pmatrix}
\begin{pmatrix}
B_1 \\
B_2 \\
\vdots \\
B_n \\
\end{pmatrix},
\]

or

\[
\begin{pmatrix}
1 - \rho_{11} F_{11} & -\rho_{12} F_{12} & \cdots & -\rho_{1n} F_{1n} \\
-\rho_{21} F_{21} & 1 - \rho_{22} F_{22} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
-\rho_{n1} F_{n1} & \cdots & 1 - \rho_{nn} F_{nn} \\
\end{pmatrix}
\begin{pmatrix}
B_1 \\
B_2 \\
\vdots \\
B_n \\
\end{pmatrix}
= \begin{pmatrix}
E_1 \\
E_2 \\
\vdots \\
E_n \\
\end{pmatrix}.
\]

Equation (2-14) represents a set of linear equations of the type \( \mathbf{M} \cdot \mathbf{B} = \mathbf{E} \), which has to be solved for the unknown vector \( \mathbf{B} \). Different iterative techniques can be used to
solve this large set of equations. The application of different relaxation methods (Jacobi, Gauss-Seidel, Southwell, …) are discussed in Refs [2-14] and [2-15].

The physical underlying meaning of the radiosity equation is better understood if we express Eq. (2-13) as

\[ \mathbf{B} = \mathbf{E} + \mathbf{R} \cdot \mathbf{B}, \]  

(2-15)

where \( \mathbf{R} \) is the reflectivity matrix. The radiosity vector can be found by expressing the last equation as a Neumann series (allowed because \( \det(\mathbf{R}) < 1 \))

\[ \mathbf{B} = [\mathbf{I} - \mathbf{R}]^{-1} \cdot \mathbf{E} = \sum_{n=0}^{\infty} (\mathbf{R})^n \cdot \mathbf{E}. \]  

(2-16)

Equation (2-16) can be interpreted as the contribution of the different light sources of the scene, represented by the irradiance vector \( \mathbf{E} \), which multiply the interreflection matrix \( (\mathbf{R})^n \). In this case, \( \mathbf{R} \) represents the contribution of one level of reflections, \( \mathbf{R}^2 \) the contribution of two levels of interreflections, \( \mathbf{R}^3 \) the contribution of three levels of interreflections, and so on. This means that the radiances equation calculates, simultaneously for all the patches of the scene, the irradiance contribution of all the surrounding patches taking into account all possible interreflections. The resulting simulation is thus independent of the point view (a virtual camera can observe the scene from any patch position).

The display of the results consists of reconstructing one or several views of the scene. The radiosities of the different patches are used as the input parameter of a shader which renders the scene to the computer screen.

The different steps of a simulation based on the radiosity algorithm are summarized in Fig. 2-24. We observe that a change in the viewing conditions only requires the computation of the visualization of the scene. The observer can move around and observe the scene from different viewing points. The changes are computed in real time. In the case where some optical properties of the scene are changed, such as the reflectivity and/or the exitance of the patches, the radiosity equation needs to be recalculated by solving the system of linear equations represented by Eq. (2-14). Despite the large size
of the matrix, nowadays, the calculation of the radiosity equation does not take more than a few minutes. This is particularly interesting for the design (and optimization) of illumination devices. The consequences of a change of the materials and the sources can be quickly simulated. Finally, a change in the geometrical configuration of requires the recalculation of the form factors. This operation can be very time consuming. However, a small change in the geometrical configuration does not necessary require a complete recalculation of the matrix.

![Diagram](https://via.placeholder.com/150)

*Fig. 2-24* The radiosity algorithm, as described by Sillion and Puech [2-14].

### 2.1.3 Discussion of the analysis methods

Three analysis methods used for the design of illumination devices, have been presented in the precedent sections: the non-sequential ray-tracing, the radiance equation (or global illumination equation), and the radiosity. These methods differ by the physical phenomenon they can describe, their precision, and their computing efficiency. Table 2-1 summarizes the characteristics of each method.
Chapter 2

<table>
<thead>
<tr>
<th></th>
<th>specular</th>
<th>directive scattering</th>
<th>Lambertian scattering</th>
<th>diffraction</th>
<th>reflection</th>
<th>transmission</th>
<th>polarization</th>
<th>precision</th>
<th>computer efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>ray-tracing</td>
<td>+</td>
<td>±</td>
<td>±</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>radiance equation</td>
<td>±</td>
<td>+</td>
<td>+</td>
<td>±</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>~</td>
<td>~</td>
</tr>
<tr>
<td>radiosity</td>
<td>~</td>
<td>~</td>
<td>+</td>
<td>~</td>
<td>+</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
</tr>
</tbody>
</table>

Table 2-2  Evaluation of the basic analysis methods.

*legend*: + well adapted, ± more or less adapted, - badly adapted, ~ not supported, high, average, low

The computer efficiency of a method is strongly dependent on the configuration to analyze. This is shown in the case of the design of an illumination light pipe. Figure 2-25 illustrates schematically the situation. The light is emitted by the source A with a given angular spectrum and is coupled into the light pipe B. Within the light pipe, the light is either guided by total internal reflection (TIR), and/or coupled out from the pipe. The outcoupled portion of the light is used for the illumination of the screen C. The light is scattered by the screen and, finally, reaches the eye of the observer D. The light pipe can be designed in such a way that most of the light emitted by the source A reach the screen C (see Chapter 4 for details on the design). As all the rays participate to the functionality of the device, ray-tracing is perfectly adapted for the analysis of the propagation of the light from A to C. However, only a small fraction of the light scattered on the screen surface is going to reach the detector D. Ray-tracing is clearly not the more efficient approach for describing the propagation of light from C to D (most of the ray miss the detector). The radiance equation (or radiosity if the screen is a Lambertian diffuser) is a better approach for the analysis of the propagation from C to D.

Alternative methods have been developed to optimize the computation efficiency (see Refs. [2-14] and [2-15] for details). One solution consists of calculating the rays from the detector instead from the source (backwards ray-tracing). Alternatively, forwards and backwards ray-tracing may be combined, but limited to a few interreflections (bidi-
rectional ray-tracing). An efficient algorithm extensively used in computer graphics is to combine ray-tracing for the specular deviation of light, and radiosity for the diffuse reflection (two-pass method). Radiosity with directional radiance distribution may also be used for a more realistic simulation of diffusing scenes. One should be aware that most of these techniques come from the computer graphics industry, for which the aesthetic requirements prime over the correctness of the results. In other words, a nice simulation output is not the guarantee of a correct design.

![Diagram of a light pipe illumination device](image)

**Fig. 2-25  Schematic representation of the light pipe illumination device.**

Some physical phenomena are difficult to simulate with existing tools, e.g. volume scattering and fluorescence. A few Monte Carlo ray-tracing programs support volume scattering, but the related calculation are very computer intensive. Fluorescence introduces the wavelength dependency of the simulation. The simulation of polychromatic effects implies successive runs for different wavelength, resulting also in very long calculations.

However, the main limitation of all the presented methods is their lack of support of any optimization process. The next subsection presents the requirements of the optimization in the context of the illumination design; and subsection 2.3 proposes an optimization which could complement the presented analysis methods.
2.2 The optimization process

The first step of the design process is to find an initial design, which is supposed to partially fulfill the specifications of the device. The definition of the initial design is based on the designer’s experience (or intuition). A first analysis will confirm or infirm the predicted results, but in most cases the design still needs some fine tuning before complying with the specifications. The optimization process is a loop where successive designs are evaluated until a design fulfilling the requirements is found (see Fig. 2-1).

The design evaluation is done looking at the root-mean-square deviation from a predefined merit function. In the case of illumination devices, the merit function can include criteria describing the distribution and efficiency of the illumination, the manufacturing constraints (feasibility and/or production cost), the electrical consumption of the device, etc. Between two iterations of the optimization process, the design is slightly modified by changing the values of a set of variable parameters. The choice of the variable parameters is closely related to the predefined merit function.

Contrary to the case of lens design [2-16], the optimization of illumination devices is an immature field. Beside some very specific applications (e.g. optimization of headlamp reflectors), there is no illumination design tool at the time of this writing, that implements an general optimization algorithm. The difficulty of the task comes from the large set of possible variable parameters. Moreover, the influence of a given parameter on the overall design performance is often difficult to grasp. The computing time necessary to the optimization is another factor making traditional approaches unpractical. One single analysis done by non-sequential ray-tracing or global illumination may take several hours or days and the full optimization process may require several hundred of iterations.

Some recent commercial tools allow the automatic optimization of some specific configurations, like automotive headlamps. Generally however, the changed of the design parameters between two analysis is the responsibility of the designer.
2.3 Optical transfer blocks as a design strategy

The lack of optimization is clearly the weakness of current illumination design tools. The optimization will only become practical if the number of design parameters is reduced, as well as the computing time. A higher level of abstraction would allow a better view of the influence of a given parameter on the overall design performance. The optical transfer block (OTB) model constitutes an efficient approach proposed to fill some of actual limitations of illumination design tools.

The basic idea consists in describing the illumination device and the surrounding scene as a set of blocks. Each block is defined by an optical transmission function, which transforms incoming optical signals into some outgoing optical signals leaving by the block faces. This is illustrated in Fig. 2-27 for a cubic block, where one input signal \( i \) produces the output signals \( (o_1, o_2, o_3, o_4, o_5, o_6) \). In general, the input/output relation is described by the following vector matrix product

\[
o = T \cdot i ,
\]

(2-17)

where the dimensions of the vectors \( i \) and \( o \) corresponds to the number of faces of the block.

*Fig. 2-26 Optical transfer block, in this case with one input signal \( i_1 \) and six output signals \( (o_1, o_2, o_3, o_4, o_5, o_6) \).*
At this stage, we are not interested in the physical phenomena inside the block, but only on its external optical response. The block acts as a black box. Moreover, we consider that the input and output signals are averaged for each block face. In other words, the optical characteristics of the block is described by only one input and one output signal per face.

The main interest of the OTB approach comes from the reduced set of parameters necessary to describe the block optical behavior. Moreover, complex configurations may be constructed starting from basic blocks. Ideally, the blocks could be compared to Lego® pieces, which can be connected to form bigger entities (see Fig. 2-27).

As already discussed, an illumination system is characterized by the produced distribution of light on the detector planes. The values to consider are radiometric quantities (see appendix D) and, for some applications, the polarization state. Thus, for each block face, the I/O signals may be defined by the three scalar quantities: the flux $\phi$, the propagation angular spectrum $\psi$, and the polarization $p$. The block approach is valid if the I/O signals are representative of the transmission of energy through the full block face. In other words, the radiant energy is considered constant over each block face.

![Fig. 2-27 Illustration of a system built by the assembling of OTBs.](image)

The OTB method may not be applied to any optical configuration. Generally, an optical system cannot be simply described by the interactions of a few blocks. On the other hand, smaller blocks would improve the description of the system. In this case howev-
er, the high number of blocks would remove the main interest of the method: its simplicity. Nevertheless, the OTB method is well suited for the design of light pipes. In this case, each block describes the optical behavior of a section of the pipe. Each block is then considered as an autonomous entity whose design can be optimized locally.

The optical configurations which may be described by OTBs are rather limited. Thus OTBs do not constitute a general analysis method. However, it is perfectly possible to design and manufacture blocks which fulfill a predefined optical function. Thus the block approach constitutes a powerful design tool for the realization of sophisticated optical devices and more specifically for the realization of illumination light pipes.

The general I/O values can be applied to some very specific applications for which the lighting efficiency depends on the state of polarization. That is for example the case for the back-lighting of LCD displays. However, most applications can be build on more simple blocks, for which a reduced set of physical quantities is taken into account (see Fig. 2-28). The simpler models reduce the calculation and are simpler to connect.

![Possible types of optical transfer blocks.](image)

**Fig. 2-28** Possible types of optical transfer blocks.

**connectivity conditions**

OTBs may vary in size and shape. This allow the representation of varying cross-section and curved light pipes. As for the Lego pieces, the block interconnection is only valid if some precise rules are respected. These interconnection rules are geometrical, but also based on the compatibility of the exchanged physical quantities. As illustrated in Fig. 2-29, the faces of two adjacent blocks must match perfectly in size and
position. The geometrical condition is imposed by the fact that the exchange radiant energy is constant over the full block face.

Moreover, each block face may have acceptance conditions which need to be respected by the adjacent blocks. These acceptance conditions could for example be the angle of acceptance of a fiber, or simply a power threshold above which the block would be destroyed due to thermal dissipation. In order to be connected, the output signals of each block have to be smaller than the acceptance conditions of the surrounding blocks.

**calculation of the block assembly for the light pipe case**

As shown hereafter for the single block case, the optical function of a block can be described as a vector-matrix product (i.e. a system of linear equations). The output signals (elements of the vector \( \mathbf{o} \)) are calculated by multiplying the input signals (elements of the vector \( \mathbf{i} \)) by the block transmission function (matrix \( \mathbf{T} \))

\[
\mathbf{o} = \mathbf{T} \mathbf{i}.
\]  
(2-18)
The macroscopic behavior of an illumination light pipe can be simulated by assembling several OTBs. In this case, as shown in Fig. 2-30, each block $i$ is characterized by its block transmission function $T_i$, the fluxes entering into the block by the left $l_i$ and by the right $r_i$, the outcoupled flux $o_i$, and the lost flux $a_i$ (absorbed or outcoupled in a bad direction).

![Diagram of block assembly forming an illumination light pipe.](image)

The balance of energy is calculated for each block $i$ by the following equation

$$
\begin{pmatrix}
    t_{i1} & t_{i2} & 0 & 0 \\
    t_{i31} & t_{i32} & 0 & 0 \\
    t_{i41} & t_{i42} & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
    l_i \\
    r_i \\
    0 \\
    0 \\
\end{pmatrix}
=
\begin{pmatrix}
    l_{i+1} \\
    r_{i-1} \\
    o_i \\
    a_i \\
\end{pmatrix}.
$$

(2-19)

For each block, the conservation of energy implies that

$$l_i + r_i = l_{i+1} + r_{i-1} + o_i + a_i$$

$$= (t_{i1} \cdot l_i + t_{i2} \cdot r_i) + (t_{i31} \cdot l_i + t_{i32} \cdot r_i) + (t_{i41} \cdot l_i + t_{i42} \cdot r_i),$$

or

$$l_i \left(1 - t_{i1} - t_{i2} - t_{i3} - t_{i4}\right) + r_i \left(1 - t_{i2} - t_{i3} - t_{i4}\right) = 0.$$

(2-20)

As this condition is independent of the flux entering into the block, we get the two following conditions for the block transmission function $T_i$

$$t_{i1} + t_{i2} + t_{i3} + t_{i4} = 1,$$

$$t_{i2} + t_{i3} + t_{i4} = 1.$$
For a given block, the calculation of the guided, outcoupled and lost fluxes can be done independently (see Eq. 2-19). The strategy consists in calculating first the guided fluxes $l_i$ and $r_i$ all along the pipe, and then the fluxes $o_i$ and $a_i$ for each block.

The exchange of flux along the pipe is expressed by a set of linear equations which may be represented as

$$
\begin{pmatrix}
 t_{11} & t_{12} & 0 & 0 & \ldots & 0 & 0 \\
 t_{21} & t_{22} & 0 & 0 & \ldots & 0 & 0 \\
 0 & 0 & t_{11} & t_{12} & \ldots & 0 & 0 \\
 0 & 0 & t_{21} & t_{22} & \ldots & 0 & 0 \\
 \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
 0 & 0 & 0 & 0 & \ldots & n_{t_{11}} & n_{t_{12}} \\
 0 & 0 & 0 & 0 & \ldots & n_{t_{21}} & n_{t_{22}}
\end{pmatrix} \begin{pmatrix}
l_1 \\
l_2 \\
r_2
\end{pmatrix}
= \begin{pmatrix}
l_i \\
l_i \\
r_i \\
r_i \\
\end{pmatrix}.
$$

(2-23)

The boundary conditions are given by the flux injected into the pipe at its extremities (the flux $l_1$ at its left extremity and the flux $r_n$ at its right extremity). Equation (2-23) represents a set of $n$ equations with $n$ unknowns. The equation can be solved directly when represented in the form $A \cdot x = b$ (see Eq. (2-24)). Note that the matrix in Eq. (2-24) is sparse and band diagonal. Different algorithms for the resolution of sparse linear systems, such as the conjugate gradient method, are discussed in [2-17, chapter 2]. The use of relaxation methods [2-17, chapter 17] may also be considered if the size of the matrix becomes too large. This is generally not the case for light pipes which are normally limited to a few hundred blocks.

$$
\begin{pmatrix}
 0 & 1 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
 0 & t_{11} & t_{12} & -1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
 -1 & t_{21} & t_{22} & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & t_{11} & t_{12} & -1 & \ldots & 0 & 0 & 0 & 0 \\
 0 & 0 & -1 & t_{21} & t_{22} & 0 & \ldots & 0 & 0 & 0 & 0 \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
 0 & 0 & 0 & 0 & 0 & \ldots & 0 & n_{t_{11}} & n_{t_{12}} & -1 \\
 0 & 0 & 0 & 0 & 0 & \ldots & -1 & n_{t_{21}} & n_{t_{22}} & 0 \\
 0 & 0 & 0 & 0 & 0 & \ldots & -1 & n_{t_{21}} & n_{t_{22}} & 0
\end{pmatrix} \begin{pmatrix}
r_0 \\
l_1 \\
r_i \\
l_i \\
r_2 \\
\vdots \\
l_n \\
r_n \\
l_{n+1} \\
r_n
\end{pmatrix}
= \begin{pmatrix}
r_0 \\
l_1 \\
r_i \\
r_i \\
r_2 \\
\vdots \\
l_n \\
r_n \\
l_{n+1} \\
r_n
\end{pmatrix}.
$$

(2-24)
The OTBs are certainly not a practical method for the design of all optical devices. In the light pipe case however, the calculation is quite simple. We show in the next chapters that the OTB method constitutes an efficient approach for the design and the optimization of illumination light pipes.

### 2.4 Reviewed design process

We have presented different methods for the analysis of illumination devices. These methods differ by their precision and computing efficiency, but they all lack an efficient optimization algorithm.

![Hierarchical design approach](image)

**Fig. 2-32**  *Hierarchical design approach.*

A hierarchical design approach would allow to start with a coarse description of the system. At this stage the system would be described by a reduce set of parameters and
thus would be easy to optimize. Then, by successive refinements, the precision of the simulations would be increased until the physical behavior of the illumination device is verified. Figure 2-32 illustrates the role of the introduced OTB method, as well as the presented analysis methods. We have shown however that the OTB method is too limited to be used for the analysis of general optical devices.

The OTB method is more interesting to build complex optical devices. This is particularly true for the design of illumination light pipes, which can be considered as the cascade of OTBs. The behavior of the illumination device in its surrounding environment is then verified by an analysis method.

2.5 References


Chapter 3

Illumination light pipes

The optical properties of light sources are determined by material properties and technological constraints, which have little to do with the application requirements. The lighting distributions depend on the working principles of the source and on its packaging. In most cases, the source is assisted by complementary optics (e.g. lenses, reflectors, diffusers) in view to generate the desired illumination in the far-field [3-1, 3-2]. However, traditional light sources are somewhat limited for the control of the lighting distribution over short distances. Moreover, some applications require a compact packaging which may be incompatible with the overall dimensions of standard sources.

Illumination light pipes have the potential to overcome some of the limitations of traditional sources. This is perfectly demonstrated in the case of the illumination of liquid crystal displays (LCDs). Light pipes allow to deliver a uniform back-lighting with a reduce set of low consumption light sources [3-3, 3-4]. Moreover, propositions have been made, which allow to maximize the LCD lighting efficiency by means of polarizing light pipes [3-5, 3-6]. The use of light pipes for the frontal-lighting of reflective LCDs has been proposed to maximize the autonomy of personal digital assistant tools (PDAs) or portable personal computers [3-7, 3-8]. The non-obstructive frontal-lighting of watches by means of an illumination light pipe [3-9] has been extensively studied by the author and is presented in Chapter 4. Light pipes have different applications for the automotive industry. They can be used for interior car lighting [3-10], for the dashboard illumination [3-11], as compact signal lamps [3-12, 3-13], or headlamps
Chapter 3

Light pipes are being used successfully in the architectural domain to replace neon and fluorescent lamps for the lighting of buildings [3-15, 3-16]. Finally, illumination light pipes are also used in the medical field for endoscopy, jaundice phototherapy, anesthesiology, transillumination, anesthesiology, cold light illumination, etc [3-17, 3-18, 3-19].

This chapter presents the design principles of illumination light pipes. More specifically, we demonstrate that the optical transfer block (OTB) method, introduced in Chapter 2, is well suited for the optimization of the light pipe design. Different light pipe concepts are evaluated in function of their optical performances and their feasibility. Finally, the possible manufacturing technologies are introduced and the limitations they impose to the design are discussed.

3.1 The light pipe concept

The light pipe principle consists in transforming a quasi-point source into an artificial extended light source. As illustrated in Fig. 3-1, the light emitted by the source is guided inside the pipe by total internal reflection (TIR). The pipe surface is selectively covered with outcoupling zones, whose function consists in extracting part of the light out from the pipe. The outcoupled light is then used for the illumination. The size and shape of the pipe, as well as the spatial distribution of the outcouplers along the pipe, are chosen in view to control the lighting distribution.

Fig. 3-1 Illustration of the light pipe principle.
The shape and dimensions of the pipe may vary depending on the desired optical function and/or the object to be illuminated. Figure 3-2 shows some basic light pipe configurations: the linear light pipe, the circular light pipe, and the plate light pipe (typically used for the back-lighting of LCDs).

![Light pipe configurations](image)

**Fig. 3-2** Common light pipe configurations.

The direction of propagation of the illumination rays can be modified by the shape of the cross section. As illustrated in Fig. 3-4, this property can be used to modify the angular spectrum of the illumination (or cone of illumination). The shape of the pipe cross-section may partially be determined by technological constraints. Actually, it is generally easier to manufacture the outcouplers on flat surfaces.

![Light pipe cross-sections](image)

**Fig. 3-3** Examples of light pipe cross-sections.

![Angular spectrum modification](image)

**Fig. 3-4** Modification of the illumination angular spectrum by the pipe cross-section.
However, the optical function of the pipe is mostly determined by the outcoupler characteristics; that is to say, the type, the size and the position of the outcoupling zones (see Fig. 3-1). The next subsections describe and evaluate the characteristics of the different types of outcouplers. The outcouplers are classified by their working principle. The performance of the different outcouplers is mainly based on their ability to deflect the light in the desired direction (a deflection of 90° is often desired).

### 3.1.1 Surface scattering light pipes

It is well known that a polished light pipe transports the light by TIR without any optical losses. However, any local imperfection of the pipe surface is going to produce optical scattering [3-20]. Actually, the light is partially coupled out from the pipe by the surface roughness. The surface roughness can be generated on purpose at specific locations along the pipe by a mastered manufacturing process, such as speckle recording [3-21]. Thus, surface scattering light pipes can generate controlled lighting distributions.

![Illumination by surface scattering](image)

*Fig. 3-5 Illumination by surface scattering.*

The main drawback of the outcoupling by surface scattering is the limited control on the angular spectrum. The scattered distribution generated by polished surfaces consists generally in a distribution around the specular direction of propagation [3-22]. It has been shown however, that rougher reflective surfaces can also generate Lambertian distributions [3-23].
The scattering can also be produced at the pipe surface by the deposition of a thin layer of scattering paint [3-24]. In this case, the rays incident on the painted zones are scattered within the paint volume. However, due to the reduced thickness of the paint coating, this volume scattering phenomena is generally associated with surface scattering.

### 3.1.2 Volume scattering light pipes

As shown in Fig. 3-6, when the light, guided within the pipe, meets a volume scattering section, part of the light does not respect the TIR condition anymore and is coupled out from the pipe. Volume scattering is often used when the pipe cross-section is too small for the manufacturing of micro-structures on top of the pipe surface. That is for instance the case for some medical applications (endoscopy).

Volume scattering results from the deflection of light produced by particles, which are introduced into the pipe during the manufacturing process. This technology is also used for the doping of optical fibers [3-25]. The distribution of the illumination could theoretically be controlled by the modulation of the pipe doping. However, the drawing process of the pipe does not allow a precise control of the doping distribution. Therefore, it is difficult to get a uniform illumination over long distances with volume scattering light pipes.

![Volume scattering zone](image)

*Fig. 3-6  Illumination by volume scattering.*
3.1.3 Diffractive outcouplers

Diffraction gratings have the property to transform the incident rays into a set of diffracted rays (see Fig. 3-7). In the context of illumination devices, diffractive optical elements (DOEs) can be used for the correction of chromatic aberrations (bluish effect of automotive xenon headlamps), as beam splitter (controlled distribution of the light coming out of a multimode fiber in laser illuminated brake lamp [3-13]), or as a diffusor.

In the case of light pipes however, it is difficult to optimize the gratings in view to achieve a controlled distribution of the illumination. The outcoupling angles required for a normal illumination imply grating periods in the wavelength range. In this case, the grating works in the electromagnetic regime. Due to the resonance nature of the electromagnetic regime [26], strong variations of the diffraction efficiencies $\eta_p$ (flux in the different diffraction orders) are observed for small variations of the angle of incidence $\alpha$ and of the wavelength $\lambda$. In the case of the light pipe, the light reaches the grating with a broad angular spectrum. Moreover, the light sources used for the illumination are generally polychromatic.

![Fig. 3-7 Illumination by diffractive outcouplers.](image_url)

3.1.4 Variable cross-section light pipes

The outcoupling can be done by a variation of the pipe cross-section. As shown hereafter, the variation of the cross-section can either be continuous or discontinuous.
Figure 3-8 illustrates the discontinuous cross-section approach. The prism angle is chosen in order that the light incident on the prisms is coupled out from the pipe. The amount of flux coupled out is then directly proportional to the variation of the pipe cross-section. The guided flux $I_{i+1}$ at the $i+1^{th}$ section of the pipe is defined as

$$I_{i+1} = \frac{d_{i+1}}{d_i} I_i ,$$

(3-1)

where $I_i$ is the guided flux at the $i^{th}$ section of the pipe, and $d_i$ and $d_{i+1}$ are the sizes of the respective cross-sections. The locally outcoupled flux is then defined as

$$\phi_i \propto I_i \left(1 - \frac{d_{i+1}}{d_i}\right).$$

(3-2)

![Discontinuous variable cross-section light pipe.](image)

For the discontinuous case, the reflective outcoupling micro-prisms do not influence the angular spectrum of the guided rays. That is not the case for the continuous case shown in Fig. 3-9. The propagation angle $\alpha_i$ of the guided rays is changed at each intersection with the oblique face (see Fig. 3-9). When the propagation angle $\alpha_i$ becomes smaller than the critical angle $\alpha_c$, the ray does not respect the TIR condition anymore, and is therefore coupled out.

If the pipe surface has a slope angle $\varphi$; for and incident angle $\alpha_{i-1}$, the new propagation angle $\alpha_i$ is defined as

$$\alpha_i = \alpha_{i-1} - 2\varphi .$$

(3-3)
If the media surrounding the pipe has a refractive index $n_1$, and the pipe a refractive index $n_2$, the critical angle is defined as

$$\alpha_c = \sin^{-1} \left( \frac{n_1}{n_2} \right).$$

(3-4)

Fig. 3-9  Continuous variable cross-section light pipe.

Variable cross-section light pipes couple out the guided light coming from one direction only (from left to right in the examples of Figs. 3-8 and 3-9). Symmetric configurations can be done by joining two pipe has shown in Fig. 3-10. In this case, a minimal cross-section $d_{\text{min}}$ is imposed in order to avoid any mechanical break of the pipe.

3.1.5  Refractive outcouplers

The basic principle of light pipes is based on the propagation of flux by TIR. This happens if the incident angle of the rays $\alpha$ is greater than the critical angle $\alpha_c$ (see Eq. (3-4)). The principle of refractive outcouplers consists in placing discontinuities along the
pipe surface in order to locally exceed the TIR condition \((\alpha < \alpha_c)\). In this case, as illustrated in Fig. 3-11, the light escapes from the pipe by refraction. The outcoupling angle \(\beta\) is calculated by Snell’s law as

\[
\beta = \sin^{-1} \left[ \frac{n_1}{n_2} \sin(\alpha - \rho) \right] + \rho,
\]

where \(\alpha\) is the incident angle, \(\rho\) the inclination of the refractive surface, \(n_1\) the refractive index of the media surrounding the pipe, and \(n_2\) the refractive index of the pipe.

![Diagram of refractive outcoupling](image)

**Fig. 3-11** Examples of refractive outcoupling by discontinuities on the pipe surface.

Figure 3-12 shows the outcoupling angle \(\beta\) achieved for different orientations \(\rho\) of the refractive surface, in the case where \(n_1 = 1.0\) and \(n_2 = 1.49\) (refractive index of PMMA). The gray region covers the angles of incidence \(\alpha\) which correspond to the cone of propagation inside the pipe. The cone has an aperture of 42.2° which results from the coupling of a Lambertian source at the pipe entrance.

We observe that most of the outcoupled rays leave the pipe at grazing angles \((45 < \beta < 90)\). That is not practical for most lighting configurations which require an illumination normal to the pipe \((\beta = 0)\). Therefore, refractive outcouplers are assisted by a correction plate (see Fig. 3-13), whose rule is to achieve the desired main direction of illumination.
Fig. 3-12 Outcoupling angles achieved by refraction for different orientations of the refractive surface.

Fig. 3-13 Correction of the illumination angle with external correction plates.

The shape of the refractive discontinuity can vary. For instance, instead of prism like shapes, lenslets can be used in order to combine the decoupling and beam shaping functions [3-27]. But the main drawback of refractive outcouplers remains: the necessity to use a correction plate to avoid a grazing direction of illumination.
3.1.6 Reflective outcouplers

As for the refractive case, reflective outcouplers use discontinuities along the pipe surface which deviate the direction of propagation of the guided rays. The deviated rays are coupled out from the pipe and are used for illumination. Two kinds of reflective outcouplers are described in the next subsections: the coated micro-prisms and the TIR micro-prisms. Other outcoupler shapes can be selected. However, all reflective outcouplers share the same working and design principles.

3.1.6.1 Coated micro-prisms

As illustrated in Fig 3-14, reflective micro-prisms located along the pipe surface deviate part of the guided rays. These rays are used for illumination purpose.

\[
\beta = \sin^{-1} \left[ \frac{n_1}{n_2} \sin(-\alpha + 2\rho) \right].
\]  

(3-6)

The graph of Fig. 3-15 shows the outcoupling angle \( \beta \) achieved for different orientations \( \rho \) of the prism, for the case where \( n_1 = 1.0 \) and \( n_2 = 1.49 \) (PMMA). The gray re-
gion covers the angles of incidence $\alpha$, which correspond to the cone of propagation inside the pipe resulting from the coupling of a Lambertian source at the pipe entrance.

When compared with the refractive case, where the outcoupled light leaves the pipe at grazing angles, the reflection case is much more flexible. Actually, for a given angle of incidence $\alpha$, any outcoupling direction $\beta$ can be selected by choosing the right prism orientation $\rho$.

![Diagram showing outcoupling angles achieved by reflection for different orientations of the reflective micro-prism.](image)

**Fig. 3-15** Outcoupling angles achieved by reflection for different orientations of the reflective micro-prism.

**Shadowing**

The flux coupled out from the pipe is a function of the prism size and of the prism density along the pipe. However, for a given angle of propagation $\alpha$, there is a prism density limit above which the outcoupled flux remains constant. Actually, as illustrated in Fig. 3-16, the shadowing limits the outcoupling efficiency of the prisms. Obviously, the effects of shadowing increase for grazing incidence angles ($\alpha \to 90^\circ$).

A way to completely suppress the shadowing is to design variable cross-section light pipes (see Fig. 3-8 and 3-9). Nevertheless, the variable cross-section approach is lim-
Ited to the light pipes which allow a relatively strong variation between the maximum and minimum dimensions of the cross-section. The question is to know if shadowing can be avoided, or at least reduced, for a micro-prism light pipe having a constant cross-section.

We analyze first the light propagation in a standard light pipe for which all the light propagates by TIR. As shown in Fig. 3-17, the pipe has a cross-section of dimension $Y$. Let us consider a plane at the position $z_0$. Each point of the plane $z_0$ can be considered as a point source, which emits the light in the $+z$ direction. For each point, the angular spectrum of the propagating light is defined by a cone, whose half angle has a value $\varphi$ (in any case $\varphi \geq |90 - \alpha|$). We observe the distribution of the angular spectrum after the propagation to the plane at position $z_1$. It is easy to demonstrate that all points of plane $z_1$ are equally illuminated by a cone of half angle $\varphi$. For the demonstration, we have chosen the position $z_1$, which corresponds to the minimum distance, where all points of plane $z_0$ contribute to the illumination of all points of plane $z_1$.

$$z_1 = z_0 + Y/\tan \varphi .$$  \hspace{1cm} (3-7)

The propagation can also be simulated by backward ray-tracing starting from the observation plane $z_1$. In this case, the reflection on the pipe surface can be replaced by the backward propagation to an enlarged virtual plane at position $z_0$. 

\hspace{1cm}
Our goal is to analyze the influence of shadowing, if reflective (or obstructive) micro-prisms are placed between the two planes \( z_0 \) and \( z_1 \). In the example of Fig. 3-18, three micro-prisms (labeled by 1, 2, 3) of depth \( P_y \) are placed at three arbitrary positions. As expected, we observe that the angular spectrum and the irradiance in plane \( z_1 \) depend on the position (\( y \)-coordinate). In the presented example, there is even a region which does not receive any light (complete shadow).

The intuitive solution to reduce the shadowing is to choose smaller prisms. This approach is illustrated in Fig. 3-19, where the prisms have the same position as in Fig. 3-18, but their size has been reduced to 60\%. As expected, the angular spectrum for most of the points in plane \( z_1 \) is enlarged. The light can even propagated between the prisms producing some discontinuities in the propagation angular spectrum. Moreover, the zone of complete shadow has been considerably reduced.
Fig. 3-18 Influence of the shadowing on propagation of the flux and the angular spectrum.

Fig. 3-19 Reduction of the shadowing effect by reduced prism size.

Nevertheless, we should be aware that the pipe lighting efficiency $\eta$ is proportional to the prism surface density $\Gamma$ along the pipe surface, which is

$$\eta(z) \propto \Gamma(z) = v_p(z) \cdot P_z,$$

(3-8)
where $v_p$ is the local spatial frequency of the prisms, and $P_z$ is the prism size in the $z$-direction. Thus, the reduction of the prism size does not only reduce the shadowing effect, but also the lighting efficiency of the pipe.

The way to reduce the shadowing, while keeping the outcoupling efficiency constant, is to reduce the prism size and to increase proportionally the prism spatial frequency (see Fig. 3-20). The advantage of using very small prisms, also called micro-prisms, becomes obvious. Typically, the size of the micro-prisms may vary between $10 \mu m$ and $200 \mu m$.

![Diagram showing reduction of shadowing effect](image)

**Fig. 3-20** *Reduction of the shadowing effect by a reduction of the prism size and a proportional increase of the prism spatial frequency.*

Actually, it is not the absolute size of the prisms which influence the shadowing, but rather the ratio between the prism depth $P_y$ and the size of the prism cross-section $Y$. Experience has shown that the condition

$$\frac{Y}{P_y} \geq 20 \quad (3-9)$$

has to be fulfilled.
The model which has been presented describes the propagation between two planes of the pipe in the yz-plane. The model only gives a partial view of the influence of the geometrical parameters on the shadowing effect. The analysis of the light propagation within the pipe is a 3D problem, which has to be analyzed numerically with non-sequential ray-tracing programs. Figure 3-21 shows the propagation angular spectrum for different positions along the light pipe. The pipe has a cross section of $5 \times 5 \text{mm}$, and the prisms placed on the top face of the pipe have a depth of $85 \mu \text{m}$. We see that, as the light propagates inside the pipe, the angular spectrum is only (slightly) truncated in the vertical direction. This result is not surprising since the prisms do not influence the rays which propagate in the horizontal xz-plane.

Fig. 3-21 \textit{Propagation angular spectrum at different positions of a micro-prism light pipe.}

\textbf{Technological considerations}

Reflective micro-prisms require the deposition of a thin metallic coating. This operation can either be done on the prism working face only (Fig. 3-22a), or on the full face which contains the prisms (Fig. 3-22b). The selective deposition of the metallic layer on the prism working face is relatively expensive. Nevertheless, this approach has the advantage that the metallic absorption (see Appendix C) only affects the outcoupled rays. On the other hand, the metallic evaporation on the full face is simpler and cheaper. In this case, the metallic absorption affects the outcoupled rays (once) and the guided rays (at each reflection on the top face of the pipe). The resulting cumulative optical losses can lower significantly the efficiency of the light pipe.
For instance, the ray-tracing analysis of two similar light pipes shows the differences produced by the two coating configurations. As shown in Fig. 3-23, the analyzed light pipe has a length of 500 mm and a square cross-section of 5×5 mm. The top pipe surface is covered by 60 micro-prisms of constant dimension (P_x = 5000 μm, P_y = 83 μm, P_z = 100 μm). When only the prisms are Al-coated, 57.8% of the light injected into the pipe is coupled out for illumination purposes. The lighting efficiency decreases to 36.2% if the full prism face is Al-coated.

**Fig. 3-22**  Possible coating configurations for reflective micro-prism light pipes.

**Fig. 3-23**  Dependence of the lighting efficiency on the coating configuration.
3.1.6.2 TIR micro-prisms

As discussed, the big advantage of reflective micro-prism outcouplers over their refractive counterparts comes from their capacity to deviate the light in any direction. However, reflective micro-prisms require the deposition of a reflective metallic coating. This operation may be too expensive depending on the application requirements. Furthermore, optical losses by metallic absorption may become critical if the metallic coating is deposited on the full prism face.

TIR micro-prisms have the advantage that they do not require any coating. Moreover, TIR does not generate optical losses. However, as shown in Fig. 3-24, TIR only occurs for the rays reaching the prism with a relative incident angle $\alpha_r$ greater than the critical angle $\alpha_c$, which means

$$\alpha_r = |\alpha - \rho| > \alpha_c .$$  \hfill (3-10)

![Diagram of TIR](image)

Fig. 3-24  Outcoupling produced by TIR (total internal reflection).

The configuration of Fig. 3-24 has the drawback, that a non negligible portion of the rays falling on the prism does not respect the TIR condition ($\alpha_r \leq \alpha_c$). Consequently, part of the light is coupled out from the pipe by refraction as illustrated in Fig. 3-11a. The analysis of the light propagation within the pipe is a 3D problem which can best be analyzed numerically. In fact, most of the rays fall obliquely on the prisms (out of the yz-plane) and are coupled out from the pipe by TIR. This phenomenon is con-
firmed by the analysis of a light pipe example (same geometry as the one described in section 3.1.6.1). The simulations show that 44.8% of the energy injected into the pipe is coupled out by TIR. The light outcoupled by refraction through the top face represents only 17.2% of the energy injected into the pipe.

![Diagram showing TIR and refractive outcoupling](image)

**Fig. 3-25** Combination of TIR and refractive outcoupling.

It is interesting to note that the TIR configuration has a higher outcoupling efficiency than the fully coated prism face configuration. That is to say, the losses due to metallic absorption of the configuration of Fig. 3-23b are higher than the losses by refraction of the configuration of Fig. 3-25. However, since a part of the incident rays are refracted, the angular spectrum achieved by TIR is not as uniform as in the coated micro-prism case. This is illustrated in Fig. 3-26, where we see that some directions are missing in the TIR case. The angular spectrum of the outcoupled rays becomes asymmetric.

![Angular propagation spectrum](image)

**Fig. 3-26** Angular propagation spectrum for the rays coupled out by coated micro-prisms (left), or TIR micro-prisms (right).
Figure 3-27 shows an alternative configuration for which all the rays are coupled out by TIR [3-28]. In this case, the resulting outcoupled propagation spectrum becomes symmetric around the normal to the pipe. A additional advantage of this configuration is the fact that there is no shadowing effect. Nevertheless, this shape is very difficult to manufacture. Moreover, the configuration is not suited for the low cost manufacturing by injection molding as the prism shape is unpractical for the mold removal.

\[ \text{prism working face} \]

\[ n_0 \]

\[ \frac{n_1}{n_0} \]

**Fig. 3-27**  *TIR micro-prism light pipe avoiding shadowing effects.*

### 3.2 Design of illumination light pipes

The goal of illumination light pipes is to transform quasi-point sources (e.g. LEDs) into artificial extended light sources. Such lighting devices allow the control of the spatial distribution of the light emitted by the source. As for any other light source, illumination light pipes may be assisted by complementary elements (e.g. surrounding correction plates as shown in Fig. 3-13). The first design step is to find an optical system, which potentially fulfills the requirements of the considered application. Then, the exact role of the light pipe within the system has to be identified. This step typically defines the distribution of the outcoupled flux along the pipe and the direction of illumination. In some cases, as the illumination of LCDs, the state of polarization of the outcoupled rays may also be specified.

Once the optical function of the light pipe is defined, the design of the pipe consists of selecting the type of outcoupler and in determining the repartition of the outcouplers
along the pipe surface. Technological constraints, such as the feasible feature size and the manufacturing costs, need to be taken into account during the full design process. Finally, the design is validated by the analysis of the full optical system (including the surrounding optics, the mounting, and the detectors).

The next sections detail the different steps leading to the design of light pipes. In particular, we demonstrate the utility of the OTB method for the calculation of the outcoupler spatial density along the pipe.

### 3.2.1 Specifications

The illumination light pipes have to deliver a specified lighting distribution, or irradiance \( \left( \text{W m}^{-2} \right) \) on a target (e.g. a display, a detector, …). For the lighting of LCDs, the requirements are more demanding, since the efficiency of the device depends on the direction and on the state of polarization of the illumination. For signal lamps, where the light goes directly from the source to the detector (e.g. the eye), we are interested in maximizing the amount of rays reaching the detector (placed in the far-field). In this case, the optical specifications of the device are given in terms of radiance \( \left( \text{W sr}^{-1} \text{m}^{-2} \right) \). Moreover, depending on the application, further requirements may limit the volume available for the lighting device. Finally, the choice of the light source(s) may also be limited by the electrical consumption constraints.

The flexibility of the light pipe approach allows to comply with the requirements for a large set of applications. The shape and the size of the pipe may be imposed by the available space. The designer can choose the type and the disposition of the outcouplers. Some technological requirements may limit the choice.

In order to illustrate the design concept, we choose a simple light pipe configuration, whose specifications are described hereafter. However, more complex configurations can be calculated based on the same design principles.
As illustrated in Fig. 3-28, the light pipe consists of a PMMA parallelepiped, which has the following geometrical parameters:

- length: \( L_z = 500 \text{mm} \),
- square cross-section: \( L_x = L_y = 5.0 \text{mm} \).

The light is injected at one end of the pipe by an LED, which has the following optical characteristics:

- emission type: Lambertian,
- surface of emission: \( 200 \times 200 \mu m^2 \),
- peak wavelength: \( \lambda_{\text{peak}} = 650 \text{nm} \),
- spectral line half width: \( \Delta \lambda_{1/2} = 20 \text{nm} \).

Based on experimental measurements, molded PMMA has an absorption coefficient of \( 1dB/m \) at \( 650nm \), which corresponds to an extinction coefficient of \( \alpha_{\text{PMMA}} = 2.303 \times 10^{-4} \text{mm}^{-1} \).

The optical requirements of the pipe are:

- distribution of the outcoupled energy: uniform along the pipe,
- direction of illumination: in the \(-y\) direction,
- shape of the illumination: symmetric around the y-axis,
- lighting efficiency: to maximize,
- polarization of illumination rays: irrelevant.

\[ \text{Fig. 3-28 Illustration of the specified light pipe configuration.} \]
3.2.2 Selection of an outcoupler

The optical function of the illumination light pipe is partially determined by its geometry (shape and size), which has been fixed by the specifications. However, the type and the disposition of the outcouplers along the pipe are the main parameters. As discussed hereafter, the selection of the outcoupler is based on optical and manufacturing criteria.

Optical properties which determine the choice of an outcoupler:
- the control on the outcoupling direction,
- the outcoupling efficiency.

Manufacturing parameters to take into account for the selection of an outcoupler:
- the minimal and/or the maximal geometry feature size,
- the production costs.

The weight which is given to each selection criteria depends on the application requirements. But, we have to keep in mind that the device has to be fabricated, and therefore the limits of the technology should not be exceeded. The possible technologies for the manufacturing of illumination light pipes are briefly discussed in section 3.3.

In the case of the light pipe specified in the last section, the illumination has to be normal to the pipe (symmetric vs. the y-axis). Based on the considerations done in section 3.1, three kinds of outcouplers can deliver a uniform illumination normal to the pipe: the Lambertian scattering paint (surface scattering), the TIR micro-prisms, and the metallic coated micro-prisms.

Light pipes using scattering paint as outcoupler have been designed and realized successfully [3-24]. The paint is easy to fabricate and apply. This makes it very practical for the simple realization of prototypes. However, the paint is not well adapted to the industrialization process, where reproducibility, high volume and low cost manufacturing are essential criteria.
TIR micro-prisms have the advantage that they do not require any coating. However, in order to get a uniform outcoupled angular spectrum, TIR micro-prism light pipes require a geometrical configuration which is unpractical to manufacture (see Fig. 3-27 in section 3.1.6.2).

Finally, despite the required coating, metallic reflective micro-prisms represent the best suited outcouplers for the present configuration. The next sections present the detailed design steps including the determination of the prism geometry and the calculation of the prism repartition on top of the pipe surface.

3.2.3 Control of the lighting distribution

The problem related to the control of the lighting distribution is illustrated schematically in Fig. 3-29. The light is emitted by the source A with a given angular spectrum and is coupled into the light pipe B. The light is either guided by total internal reflection (TIR), or coupled out from the pipe when intersecting an outcoupler. Finally, the light reaches the target C with a given flux and angular spectrum.

Fig. 3-29 Schematic representation of a light pipe illumination device.

The specifications fixed in section 3.2.1 require that the light pipe delivers a constant irradiance or radiant exitance \( \left( W m^{-2} \right) \) along the bottom face, and a symmetric angular
spectrum. Moreover, the overall lighting efficiency of the device has to be maximized. The next sections detail the design steps.

### 3.2.3.1 Determination of the prism geometry

In the case of the selected reflective micro-prism configuration (Fig. 3-30), the orientation $\rho$ of the prism working face determines the direction of the reflected rays and, therefore, the direction of the illumination. The prism size $P_z$ establishes the amount of energy outcoupled by a single prism. We discussed hereafter how to define the different parameters of the prism geometry.

**Determination of the prism angle**

In our case, the specifications require to have a symmetric illumination normal to the pipe (in the $-y$ direction). The pipe shape being fixed, the prism angle $\rho$ is the only parameter which influences the direction of illumination.

![Diagram of prism geometry](image)

*Fig. 3-30  Parameters of the prism geometry.*

As shown in Fig. 3-31, the angular spectrum emitted by the source is represented by the cone of propagation whose half angle has a value $\theta_s$. After coupling into the pipe, the light propagates inside the pipe under a cone of aperture $\theta_s'$. In principle, only the superior half of the cone reaches the prisms. In the $yz$-plane, the rays reflected by the prism propagate inside the pipe under a cone of aperture $\theta_p'$. Outside the pipe, this corresponds to a cone of illumination whose half angle has a value $\theta_p$. 
For the specified configuration, the angular distribution emitted by the source is Lambertian. Thus, in air, the half angle of emission has a value of $\theta_s = 90^\circ$. After coupling into the PMMA pipe ($n_2 = 1.49$), the cone of propagation is defined by Snell’s law as

$$\theta'_s = \sin^{-1} \frac{1}{n_2} = 42.16^\circ .$$

(3-11)

Note that the last equation is only true if there is an air gap between the source and the pipe. The air gap configuration has the advantage that all the rays coupled into the pipe are guided by TIR.

We consider that only the upper part of the guided cone illuminates the micro-prisms. The prism angle $\rho$ is chosen in order that the average direction of propagation is coupled out perpendicularly to the pipe surface. For simplification, we consider that the average direction of propagation has value of $\theta'_s/2$ (see Fig. 3-32). In this case, the prism angle becomes

$$\rho = \frac{\pi}{4} - \frac{\theta'_s}{4} = 34.5^\circ .$$

(3-12)
The geometrical derivation of the prism angle is approximate. The outcoupling has been analyzed in the $yz$-plane, but the process happens in the 3D space. The effects produced by the out of plane rays should be taken into account. Moreover, for low prism spatial frequencies, part of the rays reach the prisms after reflection on the top face of the pipe (see Fig. 3-33). This effect results in a broader and asymmetric illumination angular spectrum. Figure 3-34 presents a geometrical turnaround which allows to avoid the unwanted asymmetric outcoupling.
An optimized prism angle is found iteratively by successive ray-tracing analysis. This approach takes into account the 3D configuration of the pipe as well as the apodization of the source (the flux carried by the rays is not equal in all directions). Figure 3-35 shows the outcoupled angular spectrums for the analytical solution (\(\rho = 34.5^\circ\)) and for the numerically optimized prism angle (\(\rho = 42.5^\circ\)).

**Fig. 3-35** Outcoupled angular spectrum for two different prism angles: \(\rho = 34.5^\circ\) (left), and \(\rho = 42.5^\circ\) (right).

We see that even the optimized outcoupled angular spectrum is not perfectly symmetric. This asymmetry is mainly due to the asymmetrical nature of the half cone incident on the micro-prisms. A perfectly symmetric illumination angular spectrum could be achieved by a Lambertian scattering outcoupler (e.g. the scattering paint), or by a symmetric micro-prism light pipe (see Fig. 3-36).

**Fig. 3-36** Symmetric outcoupled angular spectrum produced by a symmetric micro-prism light pipe.
Determination of the prism size

We have shown in section 3.1.6 that the shadowing effect can be minimized when the prism depth $P_y$ is small compared to the pipe cross-section $Y$. See Fig. 3-30 for the definition of the geometrical parameters. An indicative criteria, based on experience, fixes the maximal prism depth in function of the prism cross-section to

$$P_y \leq \frac{Y}{20} .$$  \hspace{1cm} (3-13)

As shown in the next section, small prism sizes allow to have a smoother repartition of the prisms on top of the pipe surface. This way, near-field discontinuities can be avoided. On the other hand, the micro-prisms should not be too small in order to avoid diffraction effects. Given the large angles of incidence, the prism size should be $P_c \geq 10 \mu m$ for the visible.

Beside the design considerations, the choice of the prism size is also based on the limitations and the costs of the technology. Typically, the prism depth is chosen in the $10 \mu m \leq P_y \leq 200 \mu m$ range. The realization of micro-prisms in the range of $25 \mu m$ to $100 \mu m$ is a technological challenge, because these dimensions are large for photolithographic technologies and small for the traditional diamond turning approach. The strengths and limits of the different technologies are discussed in section 3.3.

In the case of the specified light pipe (see section 3.2.3.1), a lateral prism size of $P_z = 100 \mu m$ is chosen. With a prism angle of $\rho = 42.5^\circ$, this corresponds to a prism depth of $P_y = 91.6 \mu m$. These dimensions can be realized by diamond turning. Other technologies, like laser micro-machining, may also be considered.

3.2.3.2 Calculation of the outcoupler spatial density

The design principle of illumination light pipes consists in balancing, all along the pipe, the amount of energy which is transported by TIR, and the energy which is coupled out from the pipe for illumination purposes. As illustrated in Fig. 3-1, the illumination rays result from the deflection produced on the rays reaching the outcouplers distributed on the pipe surface. Thus, locally, the outcoupled flux $I_{out}(z)$ is propor-
tional to the guided flux $I(z)$ multiplied by the outcoupler surface density (or fill-factor) $\Gamma(z)$, viz.

$$I_{out}(z) \propto \Gamma(z) \cdot I(z).$$  \hspace{1cm} \text{(3-14)}

As part of the light is coupled out, the guided flux $I(z)$ decreases along the pipe. The design task is to find the outcoupler distribution on the pipe surface which delivers the required illumination. In the example of Fig. 3-37, where the illumination flux has to be constant ($I_{out}(z) = cst$), the outcoupler density $\Gamma(z)$ increases along the pipe in order to compensate the decrease of the guided flux $I(z)$.

**Application of the optical transfer block (OTB) method**

For the delivery of a uniform illumination, the distribution of the outcouplers along the surface could be calculated analytically. We show hereafter that the more general OTB approach described in Chapter 2 is perfectly adapted for this task. Moreover, the OTB method can be applied to non-uniform lighting distributions.

![Diagram showing (decreasing) guided flux $I(z)$ and (increasing) outcoupling zones.](image)

**Fig. 3-37  Dependency of the illumination flux on the guided flux and on the outcoupler density.**

The OTB method describes the transfer of the flux along the pipe by appropriately chosen volume elements, or blocks (see Fig. 3-38). The method gives a good estimation of the macroscopic behavior of the light pipe with a reduced set of parameters. Once the energy characteristics of each block have been calculated, the research of the
best outcouplers distribution is made easier. A further analysis, with the help of a non-sequential ray-tracing program, is necessary for the final fine tuning of the design.

![Diagram](image)

Fig. 3-38 Analysis of the flux propagation by power transfer blocks.

The inner nature of each block does not matter in a first approach. As illustrated, we are only interested in the transfer of the flux along the pipe. Thus, the model does not have to take into account the variations of the angular spectrum or polarization effects.

The OTB assumes that the flux is constant inside the boundaries of each block face. Figure 3-39 presents the repartition of the flux at different positions inside the pipe. We observe a near-field effect at the proximity of the source. Nevertheless, the distribution of the flux becomes quickly uniform (\( z > 2.5 \text{ mm} \)). In other words, the OTB approach should not be used to analyze the light pipe behavior at the proximity of the pipe. For our configuration, the near-field effect affects only a very small portion of the pipe. Therefore the OTB should be applied successfully.

We describe hereafter the design of a uniform illumination light pipe by the OTB method. As illustrated in Fig. 3-40, each block \( i \) is characterized by its length \( \Delta z_i \), the flux \( I_{i-1} \) of the guided rays at the block entrance, and the (constant) outcoupled flux \( I_{\text{out}i} \). The following assertions are made: the pipe material has an absorption coefficient \( \alpha \) and the split between guided and outcoupled rays happens at the entrance of each block.
For each block, the conservation of energy implies

\[ I_{i-1} = I_i + I_{out} + A_i \]

(3-15)

where \( A_i \) is the energy absorbed inside the \( i^{th} \) block.

The absorption can be decomposed as

\[ A_i = A_{out_i} + A_g_i \]

(3-16)
where, $A_{out,i}$ is the energy lost by the outcoupled rays inside the pipe, and $A_{\beta,i}$ is the absorption of the guided rays within a block.

$A_{out,i}$ is proportional to the outcoupled flux $I_{out,i}$ ($A_{out,i} = \beta_i \cdot I_{out,i}$). Considering that each block has the same geometry and that the outcoupled flux is constant, $A_{out,i}$ becomes

$$A_{out,i} = \beta_i \cdot I_{out}, \ \forall i.$$  \hfill (3-17)

The absorption on the outcoupled rays $A_{out}$ can be originated by absorption at the surface (e.g. metallic absorption) and/or absorption in the pipe volume. This last component can be neglected for blocks having small cross-sections.

The flux of the outcoupled rays before absorption is defined as

$$\tilde{I}_{out} = I_{out} + A_{out} = I_{out} (1 + \beta) = \text{cst}.$$ \hfill (3-18)

For each block, the absorption of the guided rays can be written as

$$A_{\beta,i} = I_i \left[ \exp(\alpha \cdot \tilde{s}) - 1 \right],$$ \hfill (3-19)

where $\tilde{s}$ is the average path length of the guided rays inside each block.

Taking into account Eq. (3-19), the energy balance inside a block becomes

$$I_i = I_{i-1} - \tilde{I}_{out} - A_{\beta,i} = \left( I_{i-1} - \tilde{I}_{out} \right) \cdot \exp(-\alpha \cdot \tilde{s}).$$ \hfill (3-20)

$I_0$ being the intensity at the pipe entrance, it is easy to demonstrate recursively that

$$I_i = I_0 \cdot \exp(-i \cdot \alpha \cdot \tilde{s}) - \tilde{I}_{out} \sum_{j=1}^{b} \exp(-j \cdot \alpha \cdot \tilde{s}), \ i \in \{1..b\},$$ \hfill (3-21)

where $b$ is the total number of blocks.

An outcoupling coefficient $\chi_i$ is defined as

$$\chi_i = \frac{\tilde{I}_{out}}{I_{i-1}}.$$ \hfill (3-22)
Substituting Eq. (3-21) into Eq. (3-22), the outcoupling coefficient for each block along the pipe becomes

\[
\chi_i = \begin{cases} 
\frac{I_{\text{out}}}{I_0} & \text{for } i = 1 \\
\frac{1}{I_{\text{out}}} \cdot \exp[-(i-1)\cdot \alpha \cdot S] - \sum_{j=1}^{i-1} \exp(-j \cdot \alpha \cdot S) & \text{for } i \in \{2..b\}.
\end{cases}
\]  

(3-23)

The boundary condition requires that the guided intensity at the end of the pipe must be greater than zero. If the pipe is subdivided into \( m \) blocks, the maximum outcoupled power per block becomes

\[
\bar{I}_{\text{out,max}} = \frac{\exp(-m \cdot \alpha \cdot S)}{\sum_{j=1}^{m} \exp(-j \cdot \alpha \cdot S)} \cdot I_0.
\]

(3-24)

The outcoupling coefficient \( \chi_i \) of each block being known, the design of the light pipe can be finalized. The outcoupling coefficient \( \chi_i \) is related to the block outcoupler density by the following relation

\[
\chi_i = \Gamma_i \cdot S_i \cdot K,
\]  

(3-25)

where \( K \) is the outcoupling coefficient of the used outcoupler, and \( S_i \) is the surface of the \( i^{\text{th}} \) block.

For micro-prism light pipes, the outcoupling coefficient \( K \) is function of the shape of the prisms. If the prism shape is kept unchanged all along the pipe, the outcoupling coefficient \( K \) is constant. The outcoupling coefficient \( K \) is determined numerically with the help of a non-sequential ray-tracing program.

If the prism spatial frequencies \( \nu_p \) is high, the shadowing effect influences the outcoupling coefficient \( K(\nu_p) \). In this case, the numerical determination of the outcoupling coefficient \( K(\nu_p) \) should be repeated for different prism spatial frequencies.
**Encoding schemes**

Equation (3-23) defines the outcoupler surface density $\Gamma_i$ for each block $i$ in view to get a uniform illumination along the pipe. The geometrical definition of $\Gamma_i$ is given by

$$\Gamma_i = \frac{S_{o_i}}{S_i},$$

(3-26)

where $S_{o_i}$ is the surface covered by the outcoupler for the block $i$. Usually, the block size is kept constant along the pipe; in this case $S_i$ is constant. Using Eqs. (3-25) and (3-26), we get the design condition for each block $i$ in view to get a uniform illumination light pipe

$$S_{o_i} = \frac{X_i \cdot S_i}{K}.$$  

(3-27)

The final step of the design consists in covering the surface of each block with the outcoupler respecting the condition given by Eq. (3-27).

In the case of the micro-prism light pipe (specified in section 3.2.1), the prism cross-section is kept constant all along the pipe (see Fig. 3-41).

![Prism cross-section parameters (constant all along the pipe)](image)

For each block, the variation of the surface $S_{o_i}$ covered by the prisms is achieved by changing the prism dimension $P_x$ and/or the prism density along the $z$-direction. As illustrated in Fig. 3-42, we have considered two prism encoding schemes. The first approach (Fig. 3-42a) keepings all the dimensions of the prisms constant all along the
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pipe. The modulation of the prism surface density is achieved by the variation of the prism spatial frequency vs. the z-axis. The second method (Fig. 3-42b) tends to keep the prism spatial frequency constant and to only vary the prism dimension vs. the x-axis $P_x$. When the prism size reaches the size of the pipe cross-section, the prism spatial frequency is doubled and the encoding process goes on. A more general encoding scheme where the spatial frequency and the prism dimensions vary simultaneously could be considered for the generation of more complex lighting distributions.

![Image](image_url)

**Fig. 3-42**  
Prism encoding schemes:  
* a) variable spatial frequency with constant prism size along the x-axis,  
* b) variable prism size along the x-axis with constant spatial frequencies.

The two encoding schemes shown in Fig. 3-42 have been applied to design the specified light pipe. The distribution of the outcoupled flux along the pipe has been simulated by ray-tracing for both configurations (see Fig. 3-43). The graphics illustrate the flux distribution close to the outcoupling face of the pipe (near-field measurement).

The average outcoupled flux is almost uniform along the pipe. However strong local variations are observed for the variable frequency case (left). This is a near-field effect due to the large distance between the prisms at the beginning of the pipe (separation between the first two prism: 18.7 mm). Thus, each peak at the beginning of the pipe corresponds to the contribution of a single prism. As the distance between the prisms decreases along the pipe, the contribution of the prisms overlap and the peaks vanish (see Fig. 3-44). In the fixed frequency case, the prisms at the beginning of the pipe are separated by only 2 mm, and thus no near-field effect is observed. The near-field effect can also be avoided for the variable spatial frequency case, if a smaller prism size...
is chosen. In this case, the prism spatial frequency can be proportionally increased. However, as the cones of illumination overlap when the light moves away from the pipe, the near-field effect is not necessarily disturbing.

![Variable spatial frequency vs. Fixed spatial frequency](image)

**Fig. 3-43** Distribution of the illumination for the two encoding schemes; for the constant longitudinal prism size of \( P_z = 100 \mu m \).

The variable prism size configuration (Fig. 3-42b) is technologically more demanding. Indeed, it is easier to manufacture prisms through the full face of the pipe (Fig. 3-42a), than to etch prisms having lateral faces. Depending on the considered manufacturing technology, this can be a decisive advantage in favor of the variable spatial frequency encoding scheme.

![Illustration of the near-field effect](image)

**Fig. 3-44** Illustration of the near-field effect.
\subsection{Lighting efficiency}

Usually, one of the requirements of illumination devices is to maximize the amount of energy reaching the optical target (object or detector to be illuminated). The origin of the optical losses is presented hereafter. Ways to maximize the lighting efficiency of illumination light pipes are proposed.

The optical efficiency of the illumination light pipe is defined by

\[ \eta = \frac{\phi_o}{\phi_s}, \]  

where \( \phi_s \) is the flux emitted by the source, and \( \phi_o \) the flux coupled out from pipe and used for the illumination. In this context, the optical losses are all the interactions which prevent the light from being coupled out from the pipe, in direction of the optical target.

The physical origins of optical losses are listed hereafter:

- absorption inside the pipe material,
- Fresnel reflection/refraction,
- metallic absorption.

At a wavelength of \( \lambda = 650 \text{nm} \), measurements have shown that the absorption of molded PMMA may vary considerably. We consider an average value of 1 dB/m. This means that the absorption inside PMMA can be neglected for small light pipes. In the case of a 500 mm long light pipe, the percentage of energy lost by absorption at the end of the pipe corresponds to

\[ 1 - \frac{I_1}{I_0} = 1 - 10^{-0.5/10} = 10.88\% , \]

where \( I_1 \) is the flux reaching the end of the pipe, and \( I_0 \) is the guided flux at the entrance of the pipe.
Fresnel reflection happens each time the light meets a jump of refractive index. The reflectivity depends on the angle of incidence of the rays as shown in Appendix C. In the case of the light pipe, losses by Fresnel reflection happen for the air-to-PMMA and PMMA-to-air interfaces. A few percent of energy are lost at the LED-to-pipe interface, as well as when the light is coupled out from the pipe. Overall Fresnel losses contribute to a reduction of 10 to 15% of the lighting efficiency.

The losses by metallic absorption are generated every time when the light reaches a coated surface. As shown in Appendix C, the metallic absorption for an Al-coated surface varies from 0 to 17%, depending on the angle of incidence. As discussed in section 3.1.6.1, if possible, metallic reflection should not be used for the guiding of the rays, but only for outcoupling purposes. Figure 3-23 illustrates the influence of the coating configuration on the light pipe lighting efficiency.

Losses having a physical origin can hardly be avoided. Some losses may have their origin in a poorly designed light pipe. For instance, in the case of the linear light pipe, the light reaching the end of the pipe is lost (see Fig. 3-46). The flux $\phi_{end}$ could be recycled by back reflection into the light pipe (Fig. 3-47a), or by direct outcoupling generated by a progressive diminution of the pipe cross-section (Fig. 3-47b).
Fig. 3-46 Energy lost at the end of the pipe (flux $\phi_{end}$).

Fig. 3-47 Two alternative designs for recycling of the flux reaching the end of the pipe.

3.2.5 Tolerancing

The design of any device needs to take into account the imperfections (or deviations from the ideal design) which are going to be introduced by the manufacturing process. The optical performances of a good design should only vary slightly, if the manufacturing tolerances are respected.

The perturbations introduced by the manufacturing process depend on the accuracy of the technology. Most of the variations are geometrical. If the fabrication of the pipe is done by replication, special care has to be taken during the fabrication of the master (or molt) in view to avoid the systematic reproduction of manufacturing errors.

Each tolerancing parameter and its influence on the performances of the lighting device is discussed hereafter.
The pipe geometry

The primary function of a light pipe is to transport the light without losses by TIR. A good manufacturing process should keep this behavior intact.

We have shown in section 3.1.4, that if the cross-section of the pipe varies (see Fig. 3-8b), the angular spectrum inside the pipe is influenced, and part of the light may be coupled out. Nevertheless, these macroscopic variations of the pipe cross-section can easily be avoided by the manufacturing. In other words, the accuracy of the dimensions of the pipe is not very critical.

Depending on the used manufacturing technology, some undesired surface roughness can be introduced. In this case, part of the guided light is coupled out from the pipe by surface scattering [3-20], producing optical losses. The transport of energy by TIR requires a surface quality close to the optically polished surfaces. In other words, the heights of surface irregularities have to be small compared with the wavelength (approximately 10nm for the visible).

The micro-prism geometry

The prism shape influences the direction of propagation of the outcoupled rays. Thus, as illustrated in Fig. 3-48, a variation of the prism angle $\rho$ changes the illumination angular spectrum. A tolerance of $\pm 2^\circ$ around the optimal prism angle ($\rho = 42.5^\circ$) is acceptable. These requirements can easily be achieved by most of the fabrication processes.

Fig. 3-48  Angular spectrum of the outcoupled rays in function of the prism angle $\rho$. 
As illustrated in Fig. 3-49, the geometry of the prisms can be affected by the manufacturing process. In particular, the effective prism size $P'$ may be modified, thereby influencing the local outcoupling coefficient $\chi$, and the distribution of the illumination. A fine tuning of the design may be required once the influence of the manufacturing has been characterized experimentally.

**Fig. 3-49  Variation of the prism shape between design and manufacturing.**

**Position of prisms along the pipe**

The position of the prisms along the pipe determines the distribution of the illumination. However, the tolerances in the prism positioning are not very demanding. The manufacturing tools can address the position of the prisms with a precision of a few microns. This generally corresponds to a small fraction of the local prism spacing and therefore does not influence the optical properties of the pipe.

**Absorption coefficient of molded PMMA**

A variation on the absorption coefficient $\alpha$ could be introduced by variations in the injection molding process. Measurements have shown that, at 650 nm, the attenuation of molded PMMA may vary from 0.5 dB/m to 2 dB/m. Such variations may slightly influence the uniformity of the illumination for long light pipe ($>1 m$). However, the influence of absorption can generally be neglected.
3.2.6 Ray-tracing analysis

We have shown in Chapter 2, that different analysis methods can be used for the analysis of illumination devices. Non-sequential ray-tracing is the most commonly used technique. Nevertheless, ray-tracing is not very well adapted for the simulation of complex scenes, because it suffers from the waste of computer resources.

However, ray-tracing is perfectly well adapted for the analysis of the illumination light pipe. Actually, all the rays emitted by the source are coupled into the pipe. Inside the pipe, the rays interact with the pipe surfaces, where they are either reflected or coupled out from the pipe by the outcouplers. Thus, all rays participate to the light pipe behavior, and therefore there is no waste of resources during a ray-tracing simulation. Nevertheless, the analysis of the light pipe represents only one step of the design process. Depending of the light pipe function, it may be required to simulate the interaction of the light leaving the pipe with the surrounding scene. In this case, the use of other methods like the radiance equation or the radiosity may be necessary. A further limitation of non-sequential ray-tracing (and of all illumination simulation tools) is the lack of automatic optimization. Therefore, we have used the OTB method to determine the distribution of the outcouplers on the pipe surface. In this context, ray-tracing is a complementary tool, which allows the validation and the fine tuning of the design achieved with the OTB method.

In order to illustrate the different steps of a ray-tracing session, we present hereafter the analysis of the micro-prism light pipe specified in section 3.2.1.

Definition of the system geometry

The light pipe geometry is relatively simple. It can be directly defined within most of non-sequential ray-tracing programs, which have some CAD capabilities. However, the use of a parametric solid modeling program allows the rapid modification of the design parameters (i.e. the position, the size, and the shape of the prisms) and therefore simplifies the tolerancing analysis.
Attribution of the optical properties

The pipe material (PMMA) is defined by its index of refraction, and its absorption coefficient at the analysis wavelength. The metallic coating (Al) is defined by its complex refractive index, which is also wavelength dependent. Micro-roughness parameters may also be introduced in order to simulate the imperfections introduced by some technological processes.

Definition of the detectors

The detectors are planes which record the position, the direction and the flux of the intersecting rays, allowing to analyze the irradiance \( W m^{-2} \) and the intensity \( W sr^{-1} \). For the ray-tracing process, the detectors are placed at positions where the analysis of the spatial and angular distribution of light serves for the evaluation of the design performances. Figure 3-50 illustrates the positioning of the main detectors used during the ray-tracing analysis. The longitudinal detector is placed very close to the pipe (a few microns). It allows to control the uniformity of the illumination as well as the direction of the illumination. The transversal detector is moved at different positions inside the pipe. It allows to see the evolution of the angular spectrum of the guided rays.

![detector diagram](image_url)

Fig. 3-50  Positioning of the detectors for the ray-tracing analysis.

The pixel size (or resolution) of the detectors has to be defined. The resolution is determined in function of the application (i.e. resolution of a CCD camera). This parame-
ter also influences the precision of the simulation and, indirectly, the number of rays necessary to reach an acceptable signal-to-noise ratio.

**Definition of the source**

Non-sequential ray-tracing programs allow the precise definition of the sources. In our example, the LED has an surface of emission of $200 \times 200 \mu m^2$, an Lambertian emission behavior, and a central wavelength of $\lambda = 650\,nm$.

The number of rays emitted by the source needs to be defined before starting any simulation. This parameter determines the signal-to-noise ratio on the detectors and the computing time. For the specified example, 10'000 to 500'000 rays have been emitted by the source; corresponding to computing times of 1 to 12 hours on a 350 MHz Pentium II computer.

At this point, it should be noted that the computing time does not only depend on the number of rays to trace, but also on the number of intersections to calculate and on the ray-tracing cutoff conditions (see below). In other words, the computing time also depends on the complexity of the geometrical configuration (in this case, the number of prisms on the pipe surface).

**Ray-tracing**

As explained in section 2.1.1.2, two parameters need to be defined before the ray-tracing process: the ray split number (only necessary for the simulation of scattering) and the cutoff condition. These parameters will influence the precision of the simulation, as well as the computing time. The general strategy is to make the first simulations with conservative values (i.e. a low split number and a high cutoff condition), which imply low computing times. Then, the ray-tracing process is repeated with a new set of parameters. The results of the simulations are compared and the process is repeated until a convergence of the results is achieved.

In the case of our example micro-prism light pipe, no split number is defined (there is no scattering surface), and the cutoff condition has been set to 1%. This means that only one Fresnel reflection is taken into account during the simulation.
**Evaluation of the design**

The detectors record the flux and the direction of the incident rays and thus allow to analyze the irradiance and the angular spectrum at different positions. The study of the distributions on the detectors has two goals. First, it should determine if the simulated design fulfils the specified requirements. Moreover, if the requirements are not fulfilled, the analysis has to deliver the necessary information in view of the optimization of the design. For instance in the case of a micro-prism light pipe, an asymmetric angular spectrum of the outcoupled rays indicates that the prism angle $\rho$ has to be adapted (see section 3.2.5).

In the case of the specified micro-prism light pipe, two main requirements have to be fulfilled: the illumination has to be uniform all along the pipe and the illumination angular spectrum has to be symmetric and normal to the pipe. Note that due to the sensitivity of the human eye [3-29], a variation of 10 to 20% of the illumination along the pipe is still considered as uniform.

The distribution of the illumination along the pipe has been simulated for the two different encoding schemes (see Fig. 3-43). The strong variations observed in Fig. 3-43a are due to a near-field effect, which disappear when the observation is done at a larger distance from the pipe. The configuration of Fig. 3-43b shows that the uniformity of the illumination fulfills the uniformity criteria (the peak-to-valley variation represent roughly 15%). It should be noted that both designs result directly from the approximate OTB method. The ray-tracing simulation suggests how the designs can be optimized. Actually, Fig. 3-43b shows that the prism spatial frequency can be slightly increased at the center of the pipe, in order to equalize the illumination along the pipe.

Figure 3-48 shows the illumination angular spectrum for different prism angles. In this case, the ray-tracing simulation allows the selection of the optimal prism angle, which cannot be defined with precision analytically.
3.3 Fabrication

The choice of a fabrication method depends on the size and the shape of the pipe, the quantity of samples to manufacture, and the allowed cost of production. But, above all, the technology is determined by the characteristics of the selected outcoupler.

We briefly review hereafter the possible manufacturing methods which can be used for each type of outcoupler. Some of these technologies are traditional, and thus perfectly mastered. Other technologies are specially developed for the manufacturing of micro-optical elements. Some of these techniques are still in their infancy and their real limits (and potential) are still under investigation.

**Volume scattering outcouplers**

Volume scattering is produced by the interaction of the light with the particles (molecules) inside the media. As shown in Fig. 3-6, the outcoupling can be produced by volume scattering zones within the light pipe. In this case, the scattering media is produced directly at the manufacturing stage of the light pipe. These techniques are similar to those used for the realization of doped fibers or GRIN lenses. Volume scattering light pipes are relatively expensive to produce. But it may be the only valid approach for very small cross-section light pipes, as those used for endoscopic applications [3-19]. Actually, the micro-machining of very small surfaces is unpractical and an endoscopic fiber has a typical diameter of a few hundred of microns.

The scattering media can also be deposited on top of the pipe surface, under the form of a scattering paint layer. Scattering paint light pipes [3-24] present the advantage that they are very easy to realize. The hands of some automotive dashboards represent the best known example of painted light pipes. However, painting does not represent a suitable solution for light pipes requiring a precise and reproducible mass production.

**Surface scattering outcouplers**

It is well know that rough surfaces produce scattering. The surface micro-roughness is generally an undesired parameter resulting from the machining and/or imperfect pol-
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ishing. In the case of surface scattering light pipes, the surface micro-roughness is not a manufacturing defect, but a desired property.

In order to get reproducible BSDFs, the surface micro-roughness has to respect some statistical properties (i.e. random distribution). Mechanical manufacturing tools tend to produce directive micro-grooves, which produce anisotropic scattering. Optical diffusing surfaces can be produced by the recording of speckles into a photoresist layer deposited on top of the pipe surface [3-21]. As the speckle size can easily be controlled, the surface profile can be smoothly modulated. Once one surface scattering light pipe is realized, it can be reproduced at low cost by injection molding [3-30] or embossing [3-31].

Micro surface relief outcouplers

Refractive, reflective, and diffractive outcouplers are all micro-relief optical elements. Therefore, they share the same manufacturing constraints. The selection of the manufacturing technology depends on the shape and size of the micro-structure, on the material, and on the allowed fabrication cost. An extended review of the technologies for the manufacturing of micro-optics is presented in [3-32]. We discuss hereafter the possible technologies for the realization of micro-prism light pipes.

Micro-prism light pipes are products which have generally to be manufactured in large quantities. Therefore, the cost of production is one of the first criteria for the selection of the manufacturing technology. Moreover, the manufacturing process has to fulfill the specified tolerances, which define the acceptable variation of the prism geometry and the acceptable surface roughness.

The low cost manufacturing of micro-prism light pipes is a two steps process, a master is first realized and then the mass production is done by replication. The replication process implies the use of polymer light pipes (e.g. PMMA). The replication is either done by injection molding [3-30] or embossing [3-31].

Different technologies may be used for the realization of the master micro-prism light pipe. The choice of the technology mainly depends on the prism geometry, and on the minimal and maximal feature sizes. The strengths and limits of the different technolo-
gies for the fabrication of micro-prisms is still under investigation. First results show that diamond turning and laser ablation [3-33] are good candidates for the manufacturing of relatively large micro-prisms (>50 µm). Technologies like laser beam writing [3-34] and gray-tone mask [3-35, 3-36] have also a good potential for the realization of small micro-prisms (<20 µm). Alternative techniques, such as electro-erosion, wet etching of silicon, mass transport smoothing [3-37] have been applied with success to the realization of micro-prisms. However, the former technologies have constraints that limit them to specific configurations.

The development of the different technologies is going on in order to master the manufacturing of prisms having a depth in the 20 µm to 50 µm range. An other challenge consists in finding a technology able to realize small prisms (<20 µm), with large prism angles (ρ > 45°), and a reduced surface roughness.

The next table summarizes the general characteristics of the different technologies. The values should only be taken as indicative.

<table>
<thead>
<tr>
<th>technology</th>
<th>prism depth</th>
<th>maximum prism angle</th>
<th>surface roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>diamond turning</td>
<td>50 µm</td>
<td>70°</td>
<td>average</td>
</tr>
<tr>
<td>laser ablation</td>
<td>20 µm</td>
<td>70°</td>
<td>average</td>
</tr>
<tr>
<td>laser beam writing</td>
<td>2 µm</td>
<td>50°</td>
<td>average</td>
</tr>
<tr>
<td>gray-tone mask</td>
<td>2 µm</td>
<td>50°</td>
<td>good</td>
</tr>
<tr>
<td>wet etching of silicon</td>
<td>2 µm</td>
<td>fixed</td>
<td>good</td>
</tr>
<tr>
<td>electro-erosion</td>
<td>50 µm</td>
<td>70°</td>
<td>poor</td>
</tr>
<tr>
<td>mass transport smoothing</td>
<td>2 µm</td>
<td>40°</td>
<td>good</td>
</tr>
</tbody>
</table>

Table 3-1 Main characteristics of the possible technologies for micro-prisms
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Fig. 3-49  Photoresist micro-prism manufactured from a gray-tone mask.
(courtesy of Fraunhofer - Institute für Siliziumtechnologie, D-25524 Itzehoe)
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Chapter 4

An application example: the front-side watch lighting device

This chapter illustrates the full potential of illumination light pipes at the example of the frontal illumination of a watch dial. The concepts presented hereafter are protected by two patents [4-1, 4-2], owned by Asulab S.A. (2074 Marin, Switzerland).

The frontal lighting of watches is a challenging problem for different reasons. For aesthetic motivations, the illumination of the dial has to be as uniform as possible. Moreover, the device has to fit into the mechanical design of existing watches. The electrical consumption used for the illumination should be as low as possible, in order to preserve the lifetime of the watch battery. Moreover, the production cost of the lighting device (including the source, the driving electronics, and the optics) should fall in the $1 to $2 range.

There is no commercially available light source able to fulfill these requirements. The uniformity of the illumination could be partially achieved with a set of well orientated sources placed around the dial. But the multi-source approach is incompatible with the electrical and price requirements. The aim is to develop a low consumption extended light source, which surrounds the watch dial.

Recent advances in the field of electro-luminescent light sources [4-3] allow to generate a uniform emission over large surfaces. The geometry of the emitting surface can be customized for each application. In particular, an electro-luminescent ring surround-
ing the watch dial could be developed. Nevertheless, the relatively low lighting efficiency and the non-directive nature of the electro-luminescent sources are drawbacks for the watch application.

LEDs (light-emitting diodes) fulfill the electrical and mechanical requirements. However, LEDs have a very small surface of emission, which is a priori incompatible with the required uniformity of illumination. The solution is to inject the light emitted by the LED into a light pipe which surrounds the dial. Thus, the light is transported by the pipe all around the watch and can be selectively coupled out from the pipe for the illumination of the dial.

![Basic setup of the watch frontal-lighting device based on a scattering light pipe.](image)

The relative positioning of the main watch elements (glass, dial, pipe, box) is illustrated schematically in Figs. 4-1 and 4-2. The lateral positioning of the pipe with respect to the dial implies the use of a directional illumination light pipe. As illustrated in Fig. 4-2, if the illumination delivered by the pipe is non-directive, part of the emitted rays would leave the watch without touching the dial. These rays act as dazzling rays, reducing the signal-to-noise ratio, as well as the lighting efficiency of the device.
As demonstrated in Chapter 3, reflective micro-prisms are the best outcoupler candidate in order to generate a directive illumination. The design of the illumination light pipe consists in determining the prism geometries, and the repartition of the prisms along the pipe. The design of the LED-to-pipe coupler also needs special care. The goal is to avoid a local discontinuity of the lighting distribution. These different design steps are discussed hereafter.

**The LED-to-pipe coupling**

In order to avoid any discontinuity in the distribution of the illumination, the pipe needs to cover the full circumference of the dial. As illustrated in Fig. 4-3, the LED must be placed perpendicularly to the pipe. The design of the LED-to-pipe coupler is described hereafter.

A good LED-to-pipe coupler has to fulfill the following requirements:

- to minimize the dazzling rays (going directly from the LED to the eye),
- to equally balance the flux between the two branches of the pipe,
- to minimize any illumination discontinuity of the dial,
- to minimize the coupling losses,
- to maximize the allowed mounting (positioning) tolerances.
As illustrated in Fig. 4-4 (yz-view), the light emitted by the LED has to be coupled equally into the two branches of the pipe. Moreover, a good LED-to-pipe coupler has to avoid the generation of dazzling rays. Figure 4-4 (xz-view) shows that, if an air gap is let between the source and the pipe, all the rays inside the pipe respect the TIR condition. Therefore there are no dazzling rays leaving the pipe in direction of the eye.

The coupling into the two branches of the pipe could be done by a reflective micro-prism as illustrated in Fig. 4-5. However, in order to keep manufacturing costs as low as possible, the metallic coating should be avoided. An alternative solution consists in using the external box of the watch as a complementary reflective prism (see Fig. 4-6).
A further advantage of this configuration is that a high proportion of the rays are directed into the pipe branches by TIR, without any metallic reflection losses.

![Diagram of watch box with metallic coating](image)

*Fig. 4-5 Coupling into the pipe branches by a metallic reflection prism.*

![Diagram of reflective watch box with TIR](image)

*Fig. 4-6 Coupling into the pipe branches by a combination of TIR and metallic reflection.*

As described, the only function of the LED-to-pipe coupler is to inject the light into the two branches of the pipe. However, in order to avoid any discontinuity of the lighting distribution, the coupler also has to direct part of the light towards the dial. This is achieved by distorting the shape of the watch box prism, as illustrated in Fig. 4-7. This way, part of the rays reflected by the watch box contribute locally to the illumination of the dial.

The LED-to-pipe coupler is sensitive to a misalignment of the diode with respect to the coupling prism. The simulations have shown that a misalignment of 100 μm produces a variation of the contrast between the two branches of the pipe of less than 7%. This shows that the optical effects due to a mounting misalignment can be neglected.
**Determination of the prism geometry**

As shown in Fig. 4-2, the light coupled out from the pipe needs to be directed towards the watch dial in order to maximize the lighting efficiency and to minimize the dazzling rays. A top-down illumination of the dial is achieved if the outcoupling micro-prisms are placed on the top face of the pipe (see Fig. 4-8). The fact that the pipe manufacturing is easier if the prisms are placed on a flat surface is a further advantage of this configuration.

*Fig. 4-7 3D views of the distorted prism of the watch box reflector.*

*Fig. 4-8 Positioning of the prisms for the top-down illumination of the watch dial.*

Figure 4-9 shows that the direction of the outcoupled rays (vector \( s' \)) is determined by the direction of the guided rays inside the pipe (vector \( s \)) and the orientation of the...
prism working face (given by the vector $\mathbf{r}$). Every ray falling on a micro-prism is deviated following the vectorial law of reflection (see Appendix A)

$$s' = s - 2a \cdot \mathbf{r},$$  \hspace{1cm} (4-1)

where $a$ is defined as

$$a = \frac{k K + l L + m M}{K^2 + L^2 + M^2},$$  \hspace{1cm} (4-2)

$k, l, m$ and $K, L, M$ being the directional cosines of the vectors $\mathbf{s}$ and $\mathbf{r}$.

**Fig. 4-9**  Ray redirection by reflection on a micro-prism.

As discussed in section 3.2.3.1, the rays propagating inside the pipe form a cone defined by the half angle $\theta$ (Fig. 4-10). The outcoupled angular spectrum is illustrated by the projected angles $\theta'_{yz}$ and $\theta'_{xy}$. The orientation of the micro-prism working face (vector $\mathbf{r}$) is calculated by Eq. (4-1) using the average propagation vectors $\mathbf{s}$ and $\mathbf{s'}$.

**Fig. 4-10**  Guided and outcoupled angular spectrums.
The typical orientation of the micro-prisms is illustrated in Fig. 4-11, in the case of a linear light pipe. The micro-prisms are rotated with respect to the orientation of the pipe. We speak about oblique micro-prisms and oblique micro-prism light pipes. The watch application requires micro-prisms having orientation angles of $\alpha \approx 45^\circ$ and $\gamma \approx 20^\circ$. This corresponds to sharp prisms angle of $\rho \approx 70^\circ$, as defined in Chapter 3 (see Fig. 3-13).

![Figure 4-11](image)

**Fig. 4-11** Oblique micro-prisms light pipe, and a micro-prism zoomed view.

Oblique micro-prisms have an interesting side effect. Most of the light guided inside the pipe falls on the oblique micro-prisms fulfilling the TIR condition. Thus, oblique micro-prism light pipes can work without any metallic coating. They are therefore perfectly suited for low cost manufacturing, as required by the watch application.

**Uniformization of the illumination**

In order to get a uniform illumination of the dial, the outcoupled flux along the pipe has to be constant. The prism density on the pipe top surface is calculated by the OTB method as described in Chapter 3. Figure 4-12 shows the spatial distribution of the prisms on the pipe surface. We have chosen the fixed prism spatial frequency encoding scheme; the variation of the prism density along the pipe being achieved by a variation of the lateral prism size.

Due to the tangential nature of the illumination, the irradiance on the dial should decrease as we move away from the pipe. For circular light watches however, this effect
is compensated by the radial variation of the surface element $dS$ (see Fig. 4-13). A constant illumination of the dial is therefore theoretically possible.

Fig. 4-12  Distribution of the micro-prisms along the circular light pipe.

Fig. 4-13  Radial variation of the surface element $dS$ for circular light pipes.
The ray-tracing analysis shows that roughly 60% of the energy emitted by the source reaches the dial. The rest of the energy is either absorbed (volume or metallic absorption), or misses the dial (dazzling rays).

The next figure shows the repartition of the irradiance on the dial. The distribution is not perfectly uniform. In particular, a peak of energy is observed, which corresponds to the position of the LED-to-pipe coupler. Moreover, the border of the dial receives an higher irradiance than the center. This default can easily be corrected by the fine tuning of the orientation of the prism working face. Nevertheless, despite the observed imperfections, this non optimized design represents already a big improvement compared to the current generation of watch lighting devices.

![3D view of the irradiance distribution on the dial.](image)

Figure 4-15 shows the first experimental results measured with a CCD camera. The left figure shows the lighting distribution achieved with a traditional lighting device. The light is generated by a quasi-point source and the lighting distribution is far from uniform. The right figure shows the lighting distribution achieved with a non-optimized illumination light pipe prototype. The lighting distribution can still be improved as the center of the dial is poorly illuminated. However, when compared with the traditional
approach, the visibility of the dial has been greatly improved (the full circumference of the dial is yet visible).

Fig. 4-15  Comparison of the lighting distribution on the watch dial achieved experimentally by a point source (left) and a circular light pipe (right).

(courtesy of Asulab S.A., CH-2074 Marin, Switzerland).

At the time of this writing, the design of the front-side watch lighting device is being fine tuned and the industrialization process is on the way. This concrete realization shows that illumination light pipes can push the limits of traditional light sources, particularly for compact devices. Moreover, we have showed how the manufacturing constraints can influence the design approach (the TIR micro-prism approach has been chosen because the deposition of metallic coatings was too expensive).
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Chapter 5

Summary and conclusions

The objective of the present thesis was to give the necessary background knowledge for the realization of illumination light pipes.

We have presented a critical review of the different algorithms, which can potentially be used for the analysis of illumination devices. The algorithms, based on ray-tracing and on the radiance equation, are evaluated on their precision and on their computer efficiency. These methods are not adapted for automatic optimization of illumination devices. We have proposed a design strategy to overcome this major drawback. The chosen hierarchical approach is based on the optical transfer block (OTB) method and allows to reduce the number of analysis-optimization cycles. In complement to standard design tools, the OTB method has proven to be efficient for the design of illumination light pipes.

A good understanding of the light pipe working principles is essential in order to select the right design options. The different types of light pipe outcouplers have been evaluated, based on their optical characteristics as well as on their fabrication techniques. Reflective micro-prism light pipes have been extensively analyzed. Reflective micro-prisms are well suited for the realization of directive illumination light pipes. Moreover, micro-prisms light pipes can be realized by injection molding and allow the realization of cheap illumination devices. However, we have shown that reflective micro-prisms produce shadowing effects which affects the optical performances of light pipes. We have introduced a design criteria which allows to minimize the effects of shadowing.
Light pipes are particularly interesting when the distribution of the illumination needs to be perfectly controlled. We have shown that the lighting distribution depends mainly on the spatial distribution of the outcouplers along the pipe. The OTB method has been used for the calculation of the outcoupler spatial density. We have introduced two encoding schemes for the exact positioning and dimensioning of the outcouplers.

Finally, the different design principles have been applied to the realization of a watch frontal-lighting device. This application is very demanding and illustrates perfectly the potential of illumination light pipes. We have shown how the optical, electrical and manufacturing requirements impact on the design choices. The selected approach based on TIR micro-prisms has allowed to realize a low cost and efficient lighting device.

We hope that this thesis will contribute to the design of illumination light pipes. However, the proposed design strategy does not allow a straightforward optimization process. In particular, precise performance criteria (uniformity of illumination, angular spectrum, manufacturing constraints) have to be proposed in view to formalize the definition of a merit function. Moreover, the opportunity to integrate the different design algorithms (ray-tracing, radiance equation, OTB) into a single tool in order to simplify the design process could be investigated. The application of the OTB method for the design of optical systems with scattering media could also be investigated.

In conclusion, there is no doubt that future advances in the field of illumination design tools are going to simplify the design of illumination light pipes. These improvements are going to further expand the performance and the field of application of illumination light pipes.
Appendix A

Vectorial form of ray-tracing equations

The rule of ray-tracing consists in calculating the position and the direction of the rays propagating through the optical system. When the rays reach an interface, they change their direction of propagation, either by refraction, reflection, diffraction, or surface scattering.

A.1 Refraction law

In the plane of incidence, the deviation of optical rays due to refraction is defined by Snell's law

\[
n \sin \alpha = n' \sin \alpha',
\]

where \( \alpha \) is the angle of incidence, \( \alpha' \) the new angle of propagation, \( n \) and \( n' \) are the indices of refraction of the respective materials.

Fig. A-1 Representation of Snell’s law in the plane of incidence.
In the 3D space, Snell's law can be derived with the help of Fig. A-2. The incident ray is represented by a vector \( s \) of magnitude \( n \), and the refracted ray by a vector \( s' \) of magnitude \( n' \). The Snell’s law may be rewritten as

\[
|s| \sin \alpha = |s'| \sin \alpha'.
\]  
(A-2)

The relation between the refracted vector \( s' \) and the incident vector \( s \) is given by

\[
s' = s - a.
\]  
(A-3)

\[\text{Fig. A-2 Derivation of the vectorial law of refraction.}\]

The vector \( a \) is parallel to the unity vector \( r \) which is normal to the refractive surface. The magnitude of the vector \( a \) is given by

\[
|a| = \Gamma = |s'| \cos \alpha' - |s| \cos \alpha = n' \cos \alpha' - n \cos \alpha
\]  
(A-4)

\[
= n' \left[ \left( \frac{n}{n'} \cos \alpha \right)^2 - \left( \frac{n}{n'} \right) + 1 \right]^{1/2} - n \cos \alpha
\]

\[
= n' \left[ \left( \frac{n}{n'} \cdot \frac{s \cdot r}{|s| \cdot |r|} \right)^2 - \left( \frac{n}{n'} \right) + 1 \right]^{1/2} - n' \frac{s \cdot r}{|s| \cdot |r|}
\]

The vectorial law of refraction becomes

\[
s' = s + \Gamma r.
\]  
(A-5)
A.2 Reflection law

In the plane of incidence, the deviation of optical rays due to reflection is defined by

$$\sin \alpha = -\sin \alpha' ,$$  \hspace{1cm} (A-6)

where $\alpha$ is the angle of incidence of the ray, and $\alpha'$ the new angle of reflected ray.

From Eq. (A-6), we conclude that

$$\alpha = -\alpha' .$$  \hspace{1cm} (A-7)

In the 3D space, the reflection law is easily derived with the help of Fig. A-6. The incident ray is represented by a vector $s$ and the reflected ray by a vector $s'$. The unity vector $r$ is normal to the reflective surface.

The reflection law may be rewritten as

$$s' = s - 2a .$$  \hspace{1cm} (A-8)
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Fig. A-5  Derivation of the vectorial law of refraction.

The vector $\mathbf{a}$ is parallel to the vector $\mathbf{r}$. The magnitude of the vector $\mathbf{a}$ is given by the scalar product

$$|\mathbf{a}| = s \cdot r .$$  \hspace{1cm} (A-9)

The vectorial form of the reflection law becomes

$$s' = s - 2(s \cdot r)r .$$  \hspace{1cm} (A-10)

A.3 Diffraction formula

In the plane of incidence, the deviation produced by a thin diffraction grating is defined by the law of diffraction (also called grating equation)

$$n' \sin \alpha'_m - n \sin \alpha = \frac{m \lambda}{d} ,$$  \hspace{1cm} (A-11)

where $\alpha$ is the angle of incidence of the ray, $\alpha'_m$ the new angle of propagation for $m^{th}$ order of diffraction, $n$ and $n'$ are the refraction indices of the respective materials, $m$ the order of diffraction, $\lambda$ the wavelength, and $d$ the local grating period.

As illustrated in Fig. A-6, the grating law can be applied for gratings working in transmission (angles $\alpha'_m$) and reflection (angles $\alpha'_{m_R}$). For the reflection case, $n' = -n$ has to be substituted into Eq. (A-11).
Vectorial form of ray-tracing equations

Fig. A-6  Representation of the grating law in the plane of incidence.

Figure A-7 shows the graphical representation of Eq. (A-11). The 0-orders correspond to the graphical reconstruction of the Snell's law and reflection law. The superior orders are constructed starting from the zero order and adding the term $m\lambda/d$ in order to find the sinus of the diffracted angles.

Fig. A-7  Graphical representation of the grating law.

The situation in the 3D space is illustrated in Fig A-8. The incident ray, represented by the vector $s$ of magnitude $n$, intersects the surface at the point $Q$. The unit vector $r$ represents the normal to the surface at the point $Q$. Locally, the grating has a period of $d$ and the orientation of the fringes is normal to the unit vector $p$. For each diffraction order $m$, the rays are represented by the vectors $s'_m$ of magnitude $n'$ for the transmitted rays, and by the vectors $s''_m$ of magnitude $n$ for the reflected rays.
As discussed in [A-1], the vectors $\mathbf{s}'_m - \mathbf{s}$ and $\mathbf{r}$ form a (diffraction) plane normal to the fringes of the grating; that is to say, normal to $\mathbf{p}$ at the point $Q$. The vectorial form of grating law can be written as

$$\mathbf{r} \times (\mathbf{s}'_m - \mathbf{s}) = a \cdot \mathbf{p}, \quad (A-12)$$

where $a$ is a scalar defined as

$$a = \frac{m\lambda}{d}. \quad (A-13)$$

Equation (A-12) can be rewritten as

$$\mathbf{r} \times \mathbf{s}'_m = \mathbf{r} \times \mathbf{s} + \frac{m\lambda}{d} \mathbf{p}. \quad (A-14)$$

The resolution of Eq. (A-14) requires a change of coordinates. If the $z$-axis is orientated along the local normal, Eq. (A-14) separates into two components

$$L_m L \frac{m\lambda}{d} U$$

$$M_m M \frac{m\lambda}{d} V,$$  \quad (A-15)

where $L, M, N$ represent the director cosines of the vector $\mathbf{s}$, $L'_m, M'_m, N'_m$ the director cosines of the vectors $\mathbf{s}'_m$, and $U, V, W$ the director cosines of the vector $\mathbf{p}$. 
The third component of the unit “diffracted” vectors $s'_m$ is defined as

$$N'_m = \sqrt{1 - L'^2 - M'^2}.$$  \hspace{1cm} (A-16)

### A.4 References

Appendix B

Representation of bidirectional scattering distribution functions

*Bidirectional scattering distribution function* (BSDF) is the generic term used to describe the distribution of light generated by a ray reaching a scattering surface. Two other terms are commonly used: *Bidirectional Reflectance Distribution Function* (BRDF), when only the reflected response is considered, and *Bidirectional Transmittance Distribution Function* (BTDF), when only the transmitted response is considered.

BSDFs are used by analysis programs to simulate the interaction of light with scattering surfaces, or thin volume scattering layers. For instance, the BSDF is used for the calculation of the direction of propagation of the rays in Monte Carlo ray-tracing programs. As shown in Chapter 2, the BSDF is also used for the calculation of the exchange of radiant energy between surface elements in the global illumination model (see Eqs. (2-5) and (2-6)).

For a small illuminated area $dA$ (Fig. B-1), the BSDF is defined as the radiance in a given scatter direction divided by the irradiance reaching the surface from a given direction. If $\theta_s$ and $\phi_s$ denote the polar and azimuthal angles of the scatter direction and $\theta_i$ and $\phi_i$ are the polar and azimuthal angles for the specular direction, the BSDF is a function of four variables and is written as

$$BSDF = \rho(\theta_s, \phi_s; \theta_i, \phi_i) = \frac{L(\theta_s, \phi_s)}{E(\theta_i, \phi_i)},$$

(B-1)
where $E_i$ is the incident irradiance ($W\cdot m^{-2}$) and $L_s$ is the resulting scattered radiance ($W\cdot m^{-2}\cdot sr^{-1}$).

**Fig. B-1** Opto-geometrical parameters for the BSDF definition.

In general, the BSDF is determined experimentally with some type of goniometric instrument. For each incident angle, a detector scans the 3D space to measure the optical response of the surface. Then the illumination angle is changed and the measurement process is repeated. Each measured value is recorded into a database. The ASTM 1392 database format is being recognized as standard by most leading software manufacturers [B-1]. The database can be directly imported into the analysis programs.

Actually, for small perturbations of the surface, the BSDF also depends on the wavelength and on the state of polarization of the incident light. However, the light sources used for illumination purposes are generally incoherent and unpolarized. It is important that the light reaching the probe during the experimental characterization of the BSDF is also incoherent and unpolarized. If a laser is used, the light has to be made incoherent (e.g. with a rotating diffuser placed in the light path) in order to avoid any speckle interferences.

Instead of representing the BSDF with a large amount of values stored in a database, it may be interesting to represent the BSDF with an analytical function. The analytical
Representation of bidirectional scattering distribution functions

The bidirectional scattering distribution function (BSDF) approach has the advantage that only a few coefficients are necessary to describe the complete BSDF. Several (more or less accurate models) have been proposed by the computer graphics industry [B-2]. Recently, a modal approach based on the Zernike polynomials has been proposed [B-3]. This model allows to reproduce the BSDFs produced by most natural and synthetic materials, including anisotropic BSDFs. The flexibility of the modal approach allows to separate the different contributions of the BSFD, such as the Lambertian lobe, the backscattered lobe, and the specular lobe. Moreover, the shape and the relative size of each lobe can be chosen independently.

We let the interested reader look at [B-3] for the details of the mathematical derivations. However, due to the relative complexity of the calculations, the use of the modal approach is not optimal, when millions of ray-to-surface interactions have to be simulated.

Fig. B-1  Examples of BRDFs calculated with the modal approach.

Shift-invariance property of polished surfaces

Harvey has shown [B-4, B-5], that the BSDF of most optically polished surfaces is independent of the direction of incidence, when expressed as a function of the direction cosines instead of the angles. This property is called shift-invariance, as in linear system theory, and can be related to the shift theorem of the Fourier transform. Surface scattering is a diffraction process whose aperture exhibits random phase variations. And diffraction (as the Fourier transform) is shift invariant in the Fresnel approximation region. As shown hereafter, the shift-invariance property allows to represent the full BSDF (actually the BRDF for reflective surfaces) with a reduced set of parameters.
Figure B-2 shows the graphical conventions used for the definition of the shift-invariant property. The direction of incidence is represented by the unit vector $\mathbf{r}_i$, which determines the specular direction described by the unit vector $\mathbf{r}_0$. The scattering direction of interest is determined by the unit vector $\mathbf{r}$. $\beta_0$ and $\beta$ are the projection onto the surface of the vectors $\mathbf{r}_0$ and $\mathbf{r}$ respectively. The shift-invariance property says that the BSDF is function of the magnitude of the difference $|\beta - \beta_0|$. Note that in the plane of incidence: $\beta_0 = \sin \theta_0$ and $\beta = \sin \theta$.

![Diagram](B-4.png)

*Fig. B2  Definitions used for the representation of the shift-invariant BSDF.*

The shift-invariance property of the BSDF is illustrated by the two curves of Fig. B-3. Figure B-3a shows the relative scattered intensity produced by a scattering surface for different angles of incidence. We observe that the shape of the scattered intensity changes with the angle of incidence. However, as shown in Fig. B-3b, if these measurements are divided by the cosines of the scattering angle and then replotted as function of $\beta - \beta_0$, all the curves are superposed. The shift-invariant property is demonstrated.

Figure B-4 shows that, if the BSDF is plotted in log-log format, all the curves lie on a straight line. Actually, for small values of $|\beta - \beta_0|$, the shift-invariant representation has a flat region (see Fig. B-5). Several analytical functions have been proposed to represent the shift-invariant curve. The measured BSDF can be represented by the fitted coefficients of the analytical function. This compact representation is particularly interesting for the calculation of scattering surfaces in Monte Carlo ray-tracing programs.
Fig. B-3  a) Scattered intensity versus scattering angle; b) scattered radiance in direction cosines space. (Picture published in [B-5], courtesy of J. E. Harvey).

Fig. B-4  Measured BSDF plotted in the log-log format. (Picture published in [B-5], courtesy of J. E. Harvey).

Freniere in [B-6] has proposed to represent the shift-invariant curve with the ABg model, defined as

\[ BSDF(\bar{\beta} - \tilde{\beta}) = \frac{A}{B + |\bar{\beta} - \tilde{\beta}|^g}, \]  

(B-2)

where \( A \), \( B \), and \( g \) are the coefficients to fit the measured data. Figure B-5 shows the curve generated by the ABg model for the values \( A = 0.0025 \), \( B = 0.001 \), and \( g = 1.8 \).
Fig. B-5  Shift-invariant representation as defined in [B-6].

Note the flat region for small values of $|\beta - \beta_0|$.

The curve of Fig. B-5 is characterized by the slope of the BSDF for large values of $|\beta - \beta_0|$ (designated by the power law BSDF) and the position of the roll-off point (transition region). The slope of the power law BSDF is determined by the coefficient $g$. The typical values of $g$ are between 1 and 3 depending on the material, the polishing method, and the degree of polishing. The vertical position of the roll-off point is determined by the roll-off value

$$BSDF(0) = \frac{A}{B}.$$  \hfill (B-3)

The horizontal position of the transition region is determined by the parameter $B$, which is related to the roll-off $|\beta - \beta_0|$ by

$$B = (\beta)^g.$$  \hfill (B-4)
Values of $B$ are typically 0.001 or smaller, and values of $A$ vary widely.

Freniere has shown that the ABg BSDF can be scaled from one wavelength $\lambda_1$ to another wavelength $\lambda_2$. The wavelength scaling allows to determine the BSDF of a surface for different wavelengths, based on the experimental measurements made at a single wavelength. The new $A$ and $B$ coefficients have to be calculated, $g$ remaining unchanged,

$$A_2 = A_1 \left( \frac{\lambda_2}{\lambda_1} \right)^{g-4},$$

(B-5)

and

$$B_2 = B_1 \left( \frac{\lambda_2}{\lambda_1} \right)^{g}.$$

(B-6)

In summary, the shift-invariance property allows to represent the BSDF by a simple analytical function (e.g. the Freniere’s ABg model). This model describes the behavior of most polished surfaces for which the roughness profile is much smaller than the optical wavelength (in other words, surfaces which respect the Rayleigh smooth surface criterion as defined in [B-7]). However, the shift-invariance property does not apply to diffusers (volume scattering), or to surfaces generating anisotropic scattering. In these cases, the BSDF is either interpolated from measured data, or calculated by more complicated analytical functions (as Koenderink’s modal approach).

### B.1 References


Appendix C

Fresnel reflection & refraction

Fresnel reflection / refraction plays an important role in the design of illumination devices and in stray-light analysis. Total internal reflection (TIR) and metallic absorption can be explained by the Fresnel equations [C-1]. Moreover the polarization sensitivity of Fresnel reflection can be used for the optimization of the back-lighting of LCD displays (see [C-2] and [C-3]).

We present hereafter the formula of the reflection coefficients and the calculated reflectivity curves of some typical materials. Moreover, we show the reflection curve of the pipe-air-metal interface. This curve is particularly interesting for the design of light pipes surrounded by a reflector.

**Reflection coefficients**

The amplitude reflection coefficients for the \( s \) (perpendicular to the plane of incidence) and \( p \) (parallel to the plane of incidence) polarizations are defined as

\[
r_p = \frac{n_1 \cos \alpha_2 - n_2 \cos \alpha_1}{n_1 \cos \alpha_2 + n_2 \cos \alpha_1},
\]

\[
r_s = \frac{n_1 \cos \alpha_1 - n_2 \cos \alpha_2}{n_1 \cos \alpha_1 + n_2 \cos \alpha_2},
\]

where \( n_1 \) and \( n_2 \) are the indices of refraction of materials, \( \alpha_1 \) the angle of the incident ray, and \( \alpha_2 \) the angle of the refracted ray (defined by Snell’s law).
The reflection and transmission coefficients for polarized light are given by

\[ R_p = r_p^2, \quad (C-2a) \]
\[ R_s = r_s^2, \quad (C-2b) \]
\[ T_p = 1 - R_p, \quad (C-2c) \]
\[ T_s = 1 - R_s. \quad (C-2d) \]

If the light is unpolarized, the reflection coefficient \( R \) and the transmission coefficient \( T \) are defined as the average of the coefficients of the polarized case

\[ R = \frac{R_p + R_s}{2}, \quad (C-3a) \]
\[ T = \frac{T_p + T_s}{2}. \quad (C-3b) \]

**Typical reflectivity of dielectric media**

We present hereafter some typical reflection curves for polarized and unpolarized rays for typical materials. The influence of Fresnel reflection/refraction on the device efficiency may be critical in case of multiple reflections (see Chapter 3). In the case of illumination light pipes, we try to take profit of the total internal reflection (TIR) for the guiding of light.
Fresnel reflection & refraction

Fig. C-2 Reflectivity for $n_1 = 1.0$, and $n_2 = 1.5$.

Fig. C-3 Reflectivity for $n_1 = 1.5$, and $n_2 = 1.0$. 
As illustrated in Fig. C-3, if \( n_1 > n_2 \), there is a critical angle of incidence \( \alpha_c \), above which the light is loss less reflected by total internal reflection \( (R=1) \). The critical angle is defined as

\[
\alpha_c = \sin^{-1} \left( \frac{n_2}{n_1} \right).
\]  
(C-4)

The parameters for the presented example were \( n_1 = 1.5 \) and \( n_2 = 1.0 \), \( \alpha_c = 41.8^\circ \).

**Typical metallic reflectivity**

When a ray is reflected by a metallic substrate, a few percents of the flux is lost by absorption inside the material. These losses can be critical for coated light pipes, for which the light is guided by multiple metallic reflections.

The next figures (C-4 and C-5) present the reflectivity of gold (Au), aluminum (Al), and silver (Ag) for unpolarized light at a wavelength of \( \lambda = 652 \text{ nm} \). At this wavelength, the complex refractive indices of these materials are \( n_{Au} = 0.166 + 3.15i \), \( n_{Al} = 1.39 + 7.65i \), and \( n_{Ag} = 0.140 + 4.15i \).

![Reflectivity graph](image)

*Fig. C-4 Reflectivity of gold, silver, and aluminum for \( n_1 = 1.0 \).*
We observe in Fig. C-5, that for Al-coated light pipes the absorption due to a single metallic reflection can reach 17% of the incident flux. The interest of TIR light pipes becomes evident.

**Reflectivity of the pipe-air-metal interface**

Illumination light pipe are often surrounded by a reflector, whose function consists in redirecting “lost” rays towards the desired direction. This configuration is also used by the prism LED-to-pipe coupler presented in Chapter 4.

The configuration is illustrated in Fig. C-6. The pipe has an index of refraction $n_1 = 1.5$, and the Al reflector an index of refraction $n_i = 1.39 + 7.65i$ (at $\lambda = 652nm$). The calculation parameters are: the angle of incidence $\alpha_1$, the interreflection angle $\alpha_2$ (determined by Snell’s law), and the different reflection and transmission coefficients. We want to know the relative energy which is back reflected into the pipe in function of the angle of incidence $\alpha_1$.

The next equation shows the contribution of each interreflection $R_i$, the total reflected
Appendix C

The total reflected energy is now defined as

\[ R = \sum_i R_i \]

\[ = R_{12}(\alpha_1) + T_{12}(\alpha_1) \cdot R_{23}(\alpha_2) \cdot T_{21}(\alpha_2) \cdot \left[ 1 + R_{21}(\alpha_2) \cdot R_{23}(\alpha_2) + R_{21}(\alpha_2)^2 \cdot R_{23}(\alpha_2)^2 + \ldots \right]. \]

\[ = R_{12}(\alpha_1) + \frac{T_{12}(\alpha_1) \cdot R_{23}(\alpha_2) \cdot T_{21}(\alpha_2)}{1 - R_{21}(\alpha_2) \cdot R_{23}(\alpha_2)} \]

(C-6)

![Diagram](image)

**Fig. C-6** Parameters of the pipe-reflector configuration.

Note that the size of the air gap \( d \) does not influence the absorbed energy or the angle of propagation of the rays reaching the reflector. Nevertheless, the air gap \( d \) should be larger than the penetration depth \( \delta \) of the evanescent light in order to avoid any losses by tunneling effect. The penetration depth is defined as

\[ \delta = \frac{\lambda}{2\pi n_1^2 \sin^2 \alpha_1 - n_2^2}. \]

(C-7)
This implies that the air gap should be \( d > 1.0\mu m \) for the visible.

The reflectivity of the pipe reflector configuration is plotted in Fig. C7, for the average, \( s \), and \( p \) polarizations. As expected, if \( \alpha > \alpha_c \), the light is totally reflected. The light reaching the Al reflector is redirected into the pipe with a reduced flux due to the metallic absorption.

![Reflectivity Graph](image)

*Fig. C-7 Reflectivity of when the pipe is surrounded by a Al reflector.*

### C.1 References


Appendix D

Radiometry and photometry quantities

The transfer of optical energy between bodies is described by the radiative transfer. The radiative transfer is characterized in terms of power and geometrical parameters. We describe the definition of the different terms to consider, as defined in [D-1].

**Solid angle**

As shown in Fig. D-1, a solid angle $\omega$ corresponds to the projection $A_p$ of an area $A$ onto a sphere divided by the square of the sphere radius $R$. An alternative definition takes the projected area $A\cos\theta$ ($\theta$ is the angle between the surface normal and the line of sight) divided by the square of the line-of-sight distance $\rho$. The solid angle unit is the steradian $sr$ (a sphere subtends $4\pi$ steradians).

$$\omega = A_p/R^2 = A\cos\theta/\rho^2.$$  \hspace{1cm} (D-1)

![Diagram of solid angle](image)

Fig. D-1  Definition of the solid angle.
Radiometric quantities

Power is the time rate of change of energy $Q$. Usually the power is described by the symbol $P$. However, in the context of radiometry, the term radiant flux, designated by the symbol $\phi$, is used instead of power. The flux unit is the watt designated by $W$.

$$\phi = \frac{dQ}{dt} .$$  \hspace{1cm} (D-2)

The power emitted per unit area is called the radiant exitance (also called emittance). The radiant exitance $M \left( W \, m^{-2} \right)$ is defined as

$$M = \frac{\partial \phi}{\partial A} .$$  \hspace{1cm} (D-3)

![Fig. D-2 Definition of the radiant exitance.](image1)

The power received per unit area is called the radiant incidance (also called irradiance). The radiant incidance $E \left( W \, m^{-2} \right)$ is defined as

$$E = \frac{\partial \phi}{\partial A} .$$  \hspace{1cm} (D-4)

![Fig. D-3 Definition of the radiant incidance.](image2)
The flux emitted by solid angle is called the \textit{radiant intensity}. The intensity is typically used to describe the emission of point source. But it can also be used to describe, in the far-field, the average flux per unit solid angle emitted by an entire area. The radiant intensity \( I \ (W \text{sr}^{-1}) \) is defined as

\[
I = \frac{\partial \phi}{\partial \omega}.
\]  

\textit{(D-5)}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{radiant_intensity_diagram.png}
\caption{Definition of the radiant intensity.}
\end{figure}

The flux per unit projected area and per solid angle is called the \textit{radiance} (sometimes called radiant sterance). The radiance \( L \ (Wm^{-2}\text{sr}^{-1}) \) is defined as

\[
L = \frac{\partial I}{\partial A \cos \theta} = \frac{\partial^2 \phi}{\partial (A \cos \theta) \partial \omega}.
\]  

\textit{(D-6)}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{radiance_diagram.png}
\caption{Definition of the radiance.}
\end{figure}
Photonic quantities

Photonic quantities are based on the photon flux $\phi_q \left( \text{s}^{-1} \right)$, which is defined as the average time rate of the number of photons $N$

$$\phi_q = \frac{\partial N}{\partial t}.$$  \hspace{1cm} (D-7)

The other symbols $M_q$, $E_q$, $L_q$, and $I_q$ are found by replacing $\phi(W)$ by $\phi_q \left( \text{s}^{-1} \right)$ in Eqs. (D-3) to (D-6). For a given wavelength, the radiometric quantities can be found from the photonic quantities by multiplying by the energy of the photon at that wavelength.

Spectral radiometric quantities

The spectral radiometric quantities are distributions with respect to the wavelength $\lambda$. For example, the spectral radiance is defined as the amount of radiance per unit wavelength

$$L_\lambda = \frac{\partial L}{\partial \lambda},$$  \hspace{1cm} (D-8)

where $\partial \lambda$ is the considered spectral range.

Photometric (luminous) quantities

A special set of quantities is used to describe the flux transfer for visible light. All the photometric quantities $M_v$, $E_v$, $L_v$, and $I_v$ are based on the luminous flux (sometimes called lumen). The luminous flux $\phi_v \left( \text{lm} \right)$ is defined as

$$\phi_v = \int V(\lambda) \phi(\lambda) d\lambda$$ \hspace{1cm} (D-9)

where $V(\lambda)$ is the spectral response of the human eye.
<table>
<thead>
<tr>
<th>Term</th>
<th>Symbol</th>
<th>Units</th>
<th>Equivalent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiant flux</td>
<td>$\phi$</td>
<td>$[W]$</td>
<td>$[m^2\cdot m\cdot s^{-1}]$</td>
</tr>
</tbody>
</table>
| Radiant
| irradiance   | $E$    | $[W\cdot m^{-2}]$ | $[m^2\cdot m\cdot s^{-1}]$ |
| Radiant
| exitance     | $M$    | $[W\cdot m^{-2}]$ | $[m^2\cdot m\cdot s^{-1}]$ |
| Radiant
| intensity    | $I$    | $[W\cdot sr^{-1}]$ | $[m^2\cdot m\cdot s^{-1}]$ |
| Radiance
| (radiant
| sterance)    | $L$    | $[W\cdot sr^{-1}\cdot m^{-2}]$ | $[m^2\cdot m\cdot s^{-1}]$ |

Table D-1 Definitions of the radiometric and photometric quantities.
D.1 References
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