Stat Comput (2015) 25:93-94
DOI 10.1007/s11222-014-9532-7

Introduction to ‘“On the use of Markov chain Monte Carlo
methods for the sampling of mixture models” by R. Douc,

F. Maire, J. Olsson

Stefano Peluso

Published online: 29 October 2014
© Springer Science+Business Media New York 2014

The Authors compare, theoretically and by simulations, var-
ious algorithms for sampling mixture models. The starting
point is the algorithm of Carlin and Chib (1995), which aug-
ments the parameter space through the involvement of so-
called pseudo priors or linking functions. Carlin and Chib
(1995) originally introduced their algorithm (from now on,
the CC algorithm) with the purpose of overcoming some
limitations implicit in more standard MCMC approaches,
for instance in the case of models with parameter space of
varying size. In the development of the present paper, the
CC algorithm is implemented in the context of mixture mod-
els of fixed size, with the aim of improving the mixing of
a standard Gibbs sampler, whose performance is negatively
affected by the high correlation between mixture weights and
components.

The first contribution is the generalization of the CC algo-
rithm along two directions: the first one involves the substi-
tution of the Gibbs step by a Metropolis step, in order to deal
with a framework in which the specific distribution of the
mixture component cannot be directly sampled (MCC algo-
rithm). This is a fairly standard practice and typically the
resulting algorithms are named “Metropolis within Gibbs”.
The second, more substantial, generalization is motivated by
computational considerations that lead the authors to replace
the Gibbs step mentioned above with a deterministic assign-
ment (FCC algorithm). The new algorithms are justified the-
oretically and compared in two examples. The second exam-
ple is particularly relevant in showing that the proposed FCC
algorithm can have competing inference performances with a
considerable saving of CPU time and a negligible loss of pre-
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cision. This suggests an escamotage that, in principle, could
be applied to other MCMC procedures with high computa-
tional complexity, as already done in the grouped indepen-
dence metropolis hastings (GIMH) algorithm of Beaumont
(2003), as also mentioned by the Authors.

The second contribution of the paper is the theoretical
analysis of the proposed algorithms, that are nonreversible,
exploiting the framework of inhomogeneous Markov chains
developed in the forthcoming paper of Maire et al. (2014).
Asymptotic results on Markov chains are easier to estab-
lish for reversible Markov chains, but reversibility is not a
necessary condition for having the correct stationary distri-
bution. Furthermore, nonreversible Markov chains are often
built on purpose, in order to improve asymptotic proper-
ties of the resulting MCMC estimators (see, for instance
Mira and Geyer 1999, 2000; Diaconis et al. 2000 and refer-
ences therein). The framework presented suggests arelatively
easy and general procedure that can be applied to analyze
other nonreversible homogeneous Markov Chains obtained
by composing reversible Markov kernels.

Assessing model adequacy and selecting the best model
was the main aim of the CC algorithm, so Bayes factor com-
putation is a potential field of application to successfully test
the proposed algorithms. By introducing the model indicator
as unknown parameter, Bayes factors can be computed with-
out attempting to calculate the marginal likelihood. However,
itis necessary to specify all the competing models, a task that
may not always be possible. In this setting the algorithms pro-
posed can provide suggestions for a computationally more
efficient alternative to the calculation of the marginal likeli-
hood, along the lines of Chib (1995) and Chib and Jeliazkov
(2001). The freezing idea behind the FCC sampler seems also
suitable for application to the method introduced in Stephens
(2000) for the analysis of finite mixture distributions with an
unknown number of components.
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