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Summary

The present Ph.D. thesis was realized in the Atomic and X-Ray Physics (AXP) research group of Prof. Jean-Claude Dousse at the Physics Department of the University of Fribourg. It is devoted to the development of high-resolution X-Ray Fluorescence (XRF) methods at grazing angles, namely the Grazing Emission (GEXRF) and Grazing Incidence (GIXRF) X-Ray Fluorescence methods. These grazing angle techniques probe a sample in the near surface area and allow to perform trace-element analysis, surface contamination control, depth profiling of buried impurities or implanted ions, structure determination of layers and interfaces, and characterization of on-surface particles. A particular aim of this thesis was to establish the relations between the surface morphology and fluorescence intensity of a sample in the regimes of grazing emission and grazing incidence.

Most measurements were performed at synchrotron radiation facilities, namely at the European Synchrotron Radiation Facility (ESRF), in Grenoble, France, at the Swiss Light Source (SLS), at PSI, in Villigen, Switzerland, and at the Electron Storage Ring BESSY II, in Berlin, Germany. The GEXRF projects were carried out using the von Hamos bent crystal spectrometer of Fribourg, whereas the GIXRF measurements were performed with the ultra-high vacuum x-ray spectrometry chamber and the 6-axis ultra-high vacuum manipulator of the Physikalish-Technische Bundesanstalt (PTB).

The thesis is organized as follows:

In Chapter I the basic concepts concerning the grazing angle XRF methods and their applications for nanostructures’ characterisation are presented together with an outlook of the related literature.

In Chapter II the experiments carried out for this study are described in detail. In particular, the instruments used to perform the GEXRF and GIXRF measurements as
well as the different synchrotron radiation beamlines where these measurements took place are presented. The investigated samples and the methods used to prepare them are also discussed in this part.

Chapter III is devoted to the data analysis and data processing methods. In order to interpret correctly the measured GEXRF spectra, new software packages were developed. They are presented in this chapter while a more detailed description of them is given in the Appendices, at the end of the thesis. First, a new algorithm for the analysis of CCD single and multiple hit events is discussed. The problems related to the correction of the CCD images in the von Hamos geometry are then addressed with a special focus on the properties of images collected in the grazing emission arrangement. A novel analytical method based on Geometrical Optics (GO) for simulation of the XRF angular profiles of nanostructures and nanoparticles densely distributed on flat substrates is also presented. Finally the influence of the grazing incidence geometry on the effective flux of the exciting radiation for particulate media is described.

Chapter IV presents the experimental results obtained for sample of various morphologies characterized by periodic and evenly distributed structures. The characteristic spectral features and trends of the measured GEXRF and GIXRF angular profiles are described and discussed. The experimental results are compared to the theoretical predictions from the GO model and to the values obtained from X-ray Standing Wave (XSW) simulations. At the end of this chapter, the experimental difficulties encountered during the different projects are discussed.

In Chapter V conclusions about the most significant aspects of the thesis are drawn. Future perspectives concerning possible applications of the described x-ray grazing angle techniques and developed data analysis methods are outlined.
Résumé

La présente thèse de doctorat a été réalisée au Département de Physique de l’Université de Fribourg dans le groupe de recherche « Atomic and X-Ray Physics » (AXP) du Prof. Jean-Claude Dousse. Elle est consacrée au développement de méthodes d’analyse basées sur la fluorescence X en haute-résolution et à angles rasants, plus spécifiquement la fluorescence X à émission rasante (GEXRF) et la fluorescence X à incidence rasante (GIXRF). Ces méthodes d’analyse à angles rasants permettent de sonder la surface d’échantillons ainsi que la région proche de la surface pour en extraire des informations comme la présence d’éléments-traces et la contamination de surface, la distribution en profondeur d’impuretés ou d’ions implantés, la structure de couches minces et d’interfaces et la caractérisation de particules déposées à la surface de substrats plats. Un objectif spécifique de cette étude était de déterminer comment l’intensité de fluorescence dépendait de la morphologie de la surface de l’échantillon pour les cas de l’émission rasante et de l’incidence rasante.

La plupart des mesures présentées dans la thèse ont été effectuées auprès de sources de rayonnement synchrotronique comme l’Installation européenne de rayonnement synchrotron (ESRF) à Grenoble, France, la Source de lumière suisse (SLS) de l’Institut Paul Scherrer à Villigen, Suisse et l’Anneau de stockage d’électrons BESSY II à Berlin, Allemagne. Les mesures GEXRF ont été réalisées à l’aide du spectromètre à cristal courbé von Hamos de Fribourg tandis que les mesures GIXRF ont été effectuées en utilisant la chambre ultravide de spectroscopie X et le manipulateur ultravide à 6 axes du « Physikalish-Technische Bundesanstalt » (PTB) de Berlin.

Le mémoire de thèse est articulé de la manière suivante :

Dans le Chapitre I, les fondements des méthodes XRF à angles rasants ainsi que leur application pour la caractérisation de nanostructures sont présentés avec un passage en revue de la littérature existante.
Résumé

Dans le Chapitre II, les expériences réalisées sont décrites en détails avec, en particulier, une présentation complète des lignes de faisceau sur lesquelles les mesures ont été effectuées ainsi que des instruments utilisés pour ces mesures. Les échantillons analysés et les méthodes utilisées pour la préparation de ces derniers sont également discutés dans ce chapitre.

Le Chapitre III concerne les méthodes utilisées pour l’analyse et le traitement des données. Pour pouvoir interpréter correctement les spectres GEXRF, de nouveaux logiciels ont dû être développés. Les programmes correspondants sont présentés dans ce chapitre, une description plus complète de ces derniers étant donnée dans les annexes. Tout d’abord un nouvel algorithme développé pour l’analyse d’événements correspondant à des impacts simple et multiple sur la caméra CCD est discuté. Ensuite sont abordés des problèmes concernant la correction des images CCD obtenues en géométrie von Hamos avec un accent principal sur le cas de l’émission rasante X. On trouvera également dans ce chapitre la présentation d’un nouveau modèle basé sur l’optique géométrique (GO) pour la simulation des spectres XRF angulaires de nanostructures et de distributions denses de nanoparticules déposées sur des substrats plats. Enfin, l’influence de la géométrie à incidence rasante sur le flux du faisceau de photons utilisé pour irradier l’échantillon est analysée pour le cas des matériaux granulaires.

Le Chapitre IV présente les résultats obtenus pour des échantillons ayant des morphologies de surface correspondant à des distributions soit uniformes soit périodiques de structures de diverses formes et faites d’éléments différents. Les caractéristiques spectrales des profils angulaires GEXRF et GIXRF de ces échantillons sont présentées et commentées. Les résultats expérimentaux sont comparés aux valeurs théoriques obtenues à partir du nouveau modèle géométrique (GO) et du modèle des champs d’ondes stationnaires X (XSW). Le chapitre se termine avec un inventaire des principales difficultés expérimentales rencontrées durant la réalisation des différents projets.

Les conclusions principales du travail sont énoncées dans le Chapitre V. Une discussion sur les possibilités d’application des techniques de spectroscopie X à angles rasants et des méthodes d’analyse développées dans la thèse clôt ce dernier chapitre.
Chapter I

Introduction
I Introduction

I-1 Total reflection of x-rays

Total reflection of electromagnetic waves passing from a material with a higher refractive index to a material with a lower refractive index is a well known physical phenomenon. In the x-ray regime such an effect is also observed and was described by Compton already in 1923 [1].

In the x-ray regime the refractive index $n$ is given by the following formula:

$$n = 1 - \delta + i\beta.$$  \hfill (I.1)

The real part of the refraction index $1 - \delta$ is determined by the so called decrement $\delta$ which is related to the radiation dispersion and is given by:

$$\delta = \frac{N_A r_0 \lambda^2 \rho}{2\pi} \sum_j \frac{n_j Z_j}{A_j},$$  \hfill (I.2)

where $N_A$ is the Avogadro number, $r_0$ the classical electron radius, $\lambda$ the wavelength of the incoming x-ray radiation, $\rho$ the density of the material and $n_j$, $Z_j$ and $A_j$ the molar fraction, atomic number and atomic mass of the $j^{th}$ element of the material, respectively. The imaginary component $\beta$ is a measure of the radiation attenuation in the material:

$$\beta = \frac{1}{4\pi} \mu \lambda,$$  \hfill (I.3)

where $\mu$ is the linear mass absorption coefficient. The coefficients $\delta$ and $\beta$ are both positive, and in the x-ray regime they are in the order of $\sim 10^{-6}$.

More precisely the refractive index can be calculated directly from the scattering factors $f_1$ and $f_2$ [2, 3]:

$$n = 1 - \frac{N_A r_0 \lambda^2 \rho}{2\pi} \sum_j \frac{n_j (f_{1j} - i f_{2j})}{A_j}.$$  \hfill (I.4)

Comparing above equation with (I.2) and (I.3) the following relations can be deduced:

$$f_{1j} = Z_j,$$  \hfill (I.5)

and:

$$\mu = 2N_A r_0 \lambda \rho \sum_j \frac{n_j f_{2j}}{A_j}.$$  \hfill (I.6)

Actually, since $f_{1j}$ is defined as the ratio of the amplitude of the wave scattered by the $j^{th}$ atom with respect to the one scattered by a single electron, $Z_j$ corresponds to the maximum value of $f_{1j}$. According to Snell’s law the total reflection of a radiation passing from a material with refractive index $n_1$ to a material with refractive index $n_2$
occurs for the glancing angles\footnote{Note that here the angle of reflection is defined as a glancing angle, \textit{i.e.}, the angle between the radiation direction and the sample surface. This is a common convention in grazing angle x-ray techniques.} smaller than the critical angle $\varphi_c$:

$$\varphi_c = \arccos \frac{n_2}{n_1}. \quad (I.7)$$

The above equation entails the following condition on the refractive indexes:

$$n_2 < n_1. \quad (I.8)$$

Thus, in the x-ray regime where $\Re n < 1$, the total reflection occurs in vacuum resulting in the so called total external reflection phenomena.

We should note, however, that even at total reflection conditions the evanescent radiation penetrates the near interface area of the material with lower refractive index. This is due to the electromagnetic field continuity condition.

Because for x-rays the refractive index is close to one, the critical angles are very small – usually not bigger than $1^\circ$.

\section*{I-2 X-ray fluorescence techniques related to the total reflection of x-rays}

\subsection*{I-2.1 Total reflection x-ray fluorescence}

In the Total-reflection X-Ray Fluorescence (TXRF) \cite{Klockenkämper} technique the reflected radiation is used as an excitation probe that excites the sample only in the region above the surface and several nanometers below. The resulting fluorescence radiation is measured by a detector positioned on the top of the sample surface.

As all X-Ray Fluorescence (XRF) methods \cite{XRF} the TXRF is also a nondestructive and element sensitive (and to some extent chemical sensitive) method. Additionally the method profits from a substantial decrease of the spectral background signal originating from the substrate material.

The TXRF method is mainly used for micro- and trace-element analysis of evaporated solvents, aerosols and powders. Another common application is the surface contamination control. The detection limits are in the order of picogram to femtogram if pre-concentration methods are applied.

A detailed description of the TXRF method can be found in Klockenkämper’s monograph \cite{Klockenkämper} and in several review papers (see, \textit{e.g.}, \cite{review1, review2}).
The Grazing Incidence X-Ray Fluorescence (GIXRF) technique, called also Angle Dependent X-Ray Fluorescence (ADXRF) is an extension of TXRF where the x-ray fluorescence is measured as a function of the incidence angle.\footnote{2}{Here we should clarify the mismatch nomenclature found in the literature. Both TXRF and GIXRF are referenced as a general name for all x-ray fluorescence techniques employing the grazing incidence of x-ray radiation. However, TXRF is more often used when fixed angles of incidence below the critical angle are employed. GIXRF in turn applies to measurements where the fluorescence intensity is measured as a function of the incidence angle which is varied around the critical angle. Synchrotron-radiation based GIXRF is also addressed as X-ray Standing Wave (XSW) technique.}

\section*{I-2.2 Grazing incidence x-ray fluorescence}

By varying the glancing angle continuously at very small angles the access to the sample structure in near surface area below the interface can be obtained. Figure I.1 shows the penetration depth change when the incidence angle is varied. For incident angles below the critical angle, only the first few nanometers in the depth direction are reached by the incident radiation. Farther from the surface the x-rays are attenuated due to their evanesence character. For incident angles larger than the critical angle, the sample becomes sensitive to x-rays penetrating deeper into the sample. In this angular range the accessible depth region is limited by the material absorption coefficient for the incident x-rays.

The interference of the incident and reflected x-rays is another phenomenon that affects the GIXRF intensity. Also the interference pattern changes with the incident angle.

In addition to TXRF applications GIXRF is also employed for nondestructive depth profiling \cite{9}, structure determination of layers and interfaces, and for the characterisation of surface particles.

More information on GIXRF can be found in \cite{4, 6–8}. 

---

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure_I_1.pdf}
\caption{Calculated penetration depth (solid line) and reflectivity (dashed line) for Mo $K\alpha$ x-ray radiation impinging on silicon. The critical angle is 1.8 mrad. \cite{8}}
\end{figure}
I Introduction

Figure I.2: Comparison of the GIXRF and GEXRF geometries. 1. incident beam, 2. sample, 3. detected fluorescent radiation, 4. detector, 5. reflected beam. In the GIXRF setup the incident x-ray radiation is collimated and the angle of incidence is tunable; the fluorescent radiation is detected perpendicularly to the sample surface within a large solid angle. In the GEXRF setup the fluorescent radiation is detected within a small solid angle and the angle of detection is tunable while the beam incidence angle is large, e.g., 90°. In the case of GEXRF the excitation can be produced by any kind of ionizing radiation (x-ray radiation, electron beam, ion beam).

I-2.3 Grazing emission x-ray fluorescence

The operational principle of the Grazing Emission X-Ray Fluorescence (GEXRF) technique [10–13] consists in measuring the intensity evolution of an excited x-ray fluorescence line around its critical angle of total reflection. GEXRF can be regarded as a time-reversed TXRF or GIXRF experiment where the x-ray emitter and detector are exchanged (see Figure I.2). Thus in behalf of the reciprocity theorem [14] the GEXRF theoretical description can be based on derivations made for TXRF and GIXRF [10, 15]. However, more formal approaches employing the Maxwell’s equations [12, 13] and field expansion in plane waves [16, 17] can be found in the literature.

Thereupon the angular evolution of GEXRF is equivalent to that of GIXRF. For exit angles below the critical angle, only the first few nanometers in the depth direction contribute to the measured fluorescence intensity, the x-rays emitted far from the surface vanishing due to their evanescence. For exit angles larger than the critical angle, the x-ray fluorescence detection setup becomes sensitive to x-rays emitted deeper inside the sample. In the latter case the accessible depth region is limited by the self-absorption of the fluorescence x-rays.

The GEXRF setup allows the use of wavelength-dispersive instruments for the detection of the fluorescence radiation [18–20]. This provides a much higher spectral resolution and thus a better separation of the fluorescence lines, which is of prime importance for light elements (from \( Z > 4 \)). A further advantage of the GEXRF setup is the possibility of performing microanalysis and surface mapping, provided a sufficiently intense focused X-ray source is available [20]. Its main drawback resides in the lack of flexibility for the choice of the critical angle \( \varphi_c \) for total reflection. As the latter depends on the photon energy, in the GIXRF method \( \varphi_c \) can be varied continuously.
I Introduction

Figure I.3: Three types of GEXRF angular profiles for bulk-like, layer-like and particle-like structures. The critical angle positions correspond to the inflection points of the profiles. As shown in the middle panel, some information about the sample structure can be extracted straightforwardly from the measured profile: the critical angle position is indeed related to the optical density of the material, the distance between neighbour interference fringes correspond to the layer thickness, and the fluorescence intensity for $\varphi \gg \varphi_c$ is proportional to the total amount of fluorescent atoms. GIXRF profiles present similar features.

by tuning the energy of the incoming beam. This is, however, not possible with the GEXRF technique since in this case the critical angles are determined by the energies of the fluorescence lines of the investigated element.

A detailed description of the GEXRF method and of possible applications can be found in the following review papers [6, 13, 21, 22].

I-3 GIXRF and GEXRF application for nanostructures characterisation

The GIXRF and GEXRF as its reciprocal method are well known for their utility in surface analysis [4–7, 13, 21, 22]. As stated before they serve as very sensitive tools for trace element analysis [19, 20], thin layers’ characterisation [23] and non-destructive depth profiling of implanted impurities [9, 24]. Their usefulness for nanoparticles’ characterisation has also been proven [16, 17, 25–29].

Depending on the sample’s morphology three well described types of GEXRF and GIXRF angular profiles are distinguished [11, 12]: bulk-like, layer-like and particle-like (see Figure I.3). For the bulk structure the emitted radiation is refracted once at the vacuum-bulk interface and the evolution of GEXRF follows approximately the inverse of the reflection coefficient of the bulk material. For the layer-like structure, for angles
slightly above the critical angle, an interference pattern in the detected fluorescence can be observed that results from the multiple reflections on the top and bottom interfaces of the layer [15]. For particle-like structures the detected x-rays result from the direct and singly reflected radiation. Thereby the radiation intensity is doubled below the critical angle of the support material.

I-3.1 Angular profiles of surfaces containing individual particles

The angular profiles of surfaces containing individual particles have been studied both theoretically [17, 27] and experimentally [25–27]. In [17] the GEXRF angular profiles of small particles located on a flat support were analyzed theoretically. In [27] similar theoretical investigations were performed for the case of GIXRF with the use of the XSW simulations. In addition to the particle shape also the particle size distribution and the x-ray coherence length were taken into account.

In both papers [17, 27] the appearing interference pattern was shown to contain valuable information about the particle structure and composition. However, as shown in [27] the nonuniform particle size distribution and the limited coherence length significantly reduce the interferences.

The experimental results reported in [25–27] confirm the theoretical predictions, demonstrating the utility of the method but also its ambiguity with respect to the interpretation of the data.

I-3.2 Angular profiles of dense particles’ distributions

The angular profiles of the x-ray fluorescence emitted by surfaces characterized by dense particles’ distributions are still not fully understood. Such structures can be considered as transition structures from particle-like to layer-like structures. In the literature they are usually treated as rough layer-like surfaces, the roughness being introduced as:

- a small perturbation of the interface potential within the Nevot-Croce model,
- a stack of layers with reduced average densities, or
- a composition of layers of different thicknesses.

A slightly different approach was presented in [30] where, in order to calculate the influence of the absorption effects, the sample surface was considered to be made of a series small towers of variable height and width. Yet, as stated by the authors, at the current stage of the simulations the results are still not satisfying.
I-3.2.1 Nevot-Croce model

Very dense particles’ distributions can be regarded as rough layers, the surface and interfacial roughness being quantitatively described with the Nevot-Croce model [31–34]. In this theoretical model the effect of the roughness is calculated using the distorted-wave Born approximation in which the roughness is considered as a small perturbation of an electromagnetic potential with a Gaussian random distribution along the interface.

In the Nevot-Croce model, as compared to a smooth surface, both the reflectivity $r$ and transmission $t$ coefficients are modified as follows:

\[
\tilde{t} = t \cdot \exp \left( -\frac{(k_y - k'_y)^2}{2\sigma_h^2} \right),
\]

\[
\tilde{r} = r \cdot \exp \left( -k_y^2\sigma_h^2 \right),
\]

where $k_y$ and $k'_y$ correspond to the incident and refracted wave vectors’ components perpendicular to the sample surface, respectively, and $\sigma_h^2$ is the variance of the Gaussian distribution of the potential.

The relations (I.9) and (I.10) are valid up to $O(k_y\sigma_h)$. Thus they can be used for small roughnesses fulfilling the condition:

\[
k_y\sigma_h \ll 1
\]

Calculations with the Nevot-Croce model up to $O(k_y^2\sigma_h^2)$ and their application to GIXRF were performed by de Boer [35–37]. The resulting formulas depend on the rms value of the interface roughness $\sigma_h$, its lateral correlation length $\xi$ and its degree of perpendicular correlation, as well as on the degree of jaggedness. The results are valid for $k_y\sigma_h \ll 1$ and $\xi k_y^2 / |\vec{k}| \ll 1$ or $\xi k_y^2 / |\vec{k}| \gg 1$.

The distorted wave Born approximation has been explicitly applied to dense distributions of islands on surfaces taking into account the correlation between particles’ size and spacing in Ref. [38, 39]. However only the x-ray scattering was considered without direct links to GIXRF.

The Nevot-Croce formalism is commonly used for roughness compliance in GIXRF calculations [40]. However, the model is likely to fail for large rms values of the interfacial roughness. In general it is not suitable for grainy structures with separated components.

I-3.2.2 Stack of layers of various density model

The grainy region can be described as a transition layer in which the refractive index varies continuously with the depth [33, 41]. The interface can be then divided into
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Figure I.4: Illustration of the stack of layers of various density model. The roughness is described by a stack of virtual layers with increasing density from zero to bulk. \[41\]

elementary layers in which the refractive index depends on the roughness distribution (see Figure I.4). In the most crude variant of this method the whole grainy region is approximated with a single layer of a low optical density \[28\].

In this model the structure height correlations and the local variation of the interface slope are not considered.

I-3.2.3 Linear combination of angular profiles

If the correlation length \(\xi\) of the height distribution is large enough, the resulting angular profile can be approximated by the sum of the profiles corresponding to layers of various thicknesses. The method was proved to give good results when applied to large islands \[19, 42\]. In \[43\] the method was applied to both particle-like and layer-like profiles.

A limitation of the method resides in the assumption that the different parts of the structure do not interact with each other.

I-3.2.4 Limitations of the models

While being certainly useful, the mentioned models employed for dense particles’ distributions are too simple and do not cover phenomena such as highly correlated height distributions and large roughnesses \[37\], nor the propagation of the x-ray radiation through several particles \[44\].

However, a correct interpretation of these intermediate profiles would be of high importance, in particular for nanostructures’ investigations and for TXRF measurements of droplets where the quantification problem is one of the main issues.
I-3.3 Periodic structures

Periodic structures might represent a further model for the description of particle-layer transition structures. With the structuration techniques available today almost any arbitrary structure can be produced. Thus the effects of the pattern size, distance and surface coverage can be examined and then simulated with relatively simple models.

I-3.3.1 Grating-like substrates

The use of periodic substrates for GIXRF investigations has been reported by Tsuji et al. in [44]. In comparison to smooth surfaces a clear peak of fluorescence intensity was observed in the angular profile near the critical angle.

A theoretical description of the GEXRF with a grating-like substrate was presented in [16]. As a result of the diffraction on the surface grating, distinct peaks were predicted to appear in the x-ray signal angular dependence. The magnitude of the latter can exceed several times the value of the x-ray intensity obtained with the use of a flat substrate under the same conditions of excitation.

The angular peaks positions $\varphi_M$ can be approximated by:

$$\cos \varphi_M = \frac{M \lambda}{p}, \quad M \in \mathbb{N}$$

where $\lambda$ is the wavelength of the fluorescence x-rays, and $p$ is the period of the grating structure. Because the x-ray wavelengths are very small the above equation implies that the diffraction peaks are only visible for soft x-rays and very dense ($p < 1 \mu m$) gratings.

I-3.3.2 Multiple reflections in periodic structures

As for layer structures, x-rays can be reflected many times by a periodic structure. This means that the x-ray path consists of multiple reflections and the single radiation that leaves the structure is the radiation refracted at the top interface.

Such a situation can happen if the distance between the consecutive reflections on the top or bottom interfaces of the structure is a fraction or a multiple of the structure period (see Figure I.5). Provided that the ray path is not refracted at the side interfaces of the structure, this condition can be written as follows:

$$\tan \theta_M = \frac{M h}{p}, \quad M \in \mathbb{Q}_+$$

where $h$ and $p$ are the height and period of the structure, respectively, and $\theta$ is the angle between the x-ray path and the direction parallel to the interface. If the radiation exits
the sample by a side flank of the structure, $\theta$ can be approximated with the grazing angle $\varphi$, whereas if it exits the structure at the top interface $\theta$ is given by:

$$\theta = \arccos \frac{\cos \varphi}{n},$$

where $n$ is the refraction index of the material.

In the periodic case the distance between the resulting XRF angular profile structures does not depend on the wavelength of the x-ray radiation.
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Experimental
II.A GEXRF measurements

The presented GEXRF measurements were performed by means of the high-resolution von Hamos curved crystal x-ray spectrometer of the University of Fribourg [45]. In order to realise the synchrotron radiation based high-resolution GEXRF measurements the spectrometer was transported to the European Synchrotron Radiation Facility (ESRF) in Grenoble, France (beam line ID21) and to the Swiss Light Source (SLS) in Villigen, Switzerland (SuperXAS beam line).

II.A-1 Von Hamos spectrometer

The von Hamos spectrometer consists mainly of three components (see Figure II.A.1):

- an x-ray source,
- a cylindrically-curved Bragg crystal, and
- a position-sensitive x-ray detector.

In the von Hamos geometry the crystal is bent cylindrically around the x-axis which is parallel to the direction of dispersion and provides vertical focusing in the non-dispersive z-direction.

![Figure II.A.1: Schematic drawing of the von Hamos geometry from Ref. [45].](image-url)
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Figure II.A.2: Schematic view of the von Hamos spectrometer of Fribourg: (1) crystal, (2) CCD detector, (3) target holder, (4) x-ray tube, (5) vacuum pump and (6) beam ports.

The use of a wavelength-dispersive setup brings two main advantages: a high angular (and consequently energy) resolution (see Sub-chapter III.B on page 71) and a high background rejection.

Most of the background events produced in the sample have a different energy than the one of the fluorescence x-rays of interest. As a consequence, they are not diffracted by the crystal and are thus eliminated. Remaining background events are related to scattered photons, cosmic rays and electronic noise of the detector. Two algorithms for background subtraction are presented in Sub-chapter III.A on page 61.

II.A-1.1 Spectrometer chamber

The spectrometer is enclosed in a $180 \times 60 \times 24.5 \text{ cm}^3$ stainless steel chamber mounted on a mobile stand (see Figure II.A.2). The chamber can be pumped to about $10^{-7} \text{ mbar}$ by a turbo-molecular pump and a two-stage rotary pump.

The chamber is equipped with four beam ports located in such a way that the direction of the incoming beam relative to the axis of crystal curvature equals $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$. The ports allow the connection to a synchrotron or ion accelerator beam line or the installation of an electron gun or collimated x-ray source. Additionally, the ports can be used as view-ports for the visual control of the experiment under vacuum or to mount feedthrough electrical connectors for additional remote-controlled devices inside the chamber.
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Three circular ports on the top of the spectrometer chamber permit access for the target, crystal and detector replacement. An x-ray tube can be mounted in place of the circular port above the target system.

In order to reduce the background an Al-Cu-Pb shielding separates the target chamber of the spectrometer from the crystal and detector parts.

III.A-1.2 Construction details and motorisation

For a fixed position of the crystal and detector, a certain angular range and consequently a certain energy interval is covered by the spectrometer. The size of the energy interval which varies with the central Bragg angle is determined by the detector extension in the direction of dispersion. In order to provide a wider range of available Bragg angles the crystal and the detector can be moved along translation axes (labeled DET for the detector and CRY for the crystal) which are both parallel to the dispersion axis. This permits to vary the Bragg angles from $24.4^\circ$ to $61.1^\circ$. When changing the central Bragg angle the source-to-crystal and crystal-to-detector distances are both varied but kept equal.

In order to correct for deviations of the crystal curvature from the nominal value of 25.4 cm, the crystal can also be moved along an axis labeled CRF which is coplanar and perpendicular to the crystal and detector translation axes.

In the regular operation mode the x-ray source is defined by a rectangular slit placed on the detector axis. The real x-ray fluorescence source is located behind the slit. For each Bragg angle, the fluorescence source should be positioned so that its center lies on the straight line passing through the slit and the crystal center. For this reason, the target holder can be translated along an horizontal axis, labeled TAF, which is perpendicular to the CRY and detector DET axes (see Figure II.A.3). A rod connects the target holder carriage to the slit-rotation system and ensures an automatic alignment of the slit for any displacement of the target.

In addition the target holder can be moved along an axis, labeled TAT, parallel and coplanar to the CRY and DET axes and rotated around a vertical axis, labeled TAL, tangential to the surface of the fluorescence source and perpendicular to the plane determined by the CRY and DET axes.

All the above mentioned axes are equipped with remote-controlled step motors and their main characteristics can be found in Table II.A.1. An overview of the translation axes is also depicted in Figure II.A.4.
Figure II.A.3: Target-slit system of the von Hamos spectrometer (from [45]).

Figure II.A.4: Spectrometer chamber with indication of the motion axes.

Table II.A.1: Step motors’ characteristics. The ranges of the translation axes are given relative to the slit position.

<table>
<thead>
<tr>
<th>element moved</th>
<th>axis name</th>
<th>parallel to</th>
<th>step</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>crystal</td>
<td>CRY</td>
<td>$x$</td>
<td>5 µm</td>
<td>12.5 – 67.0 cm</td>
</tr>
<tr>
<td></td>
<td>CRF</td>
<td>$y$</td>
<td>2.5 µm</td>
<td>23.6 – 26.6 cm</td>
</tr>
<tr>
<td>detector</td>
<td>DET</td>
<td>$x$</td>
<td>5 µm</td>
<td>28 – 112 cm</td>
</tr>
<tr>
<td>target</td>
<td>TAF</td>
<td>$y$</td>
<td>2.5 µm</td>
<td>1.17 – 5.10 cm</td>
</tr>
<tr>
<td></td>
<td>TAT</td>
<td>$x$</td>
<td>2.5 µm</td>
<td>2.13 – 2.94 cm</td>
</tr>
<tr>
<td></td>
<td>TAL</td>
<td>$z$</td>
<td>0.00225°</td>
<td>-58.1 – 90.8°*</td>
</tr>
</tbody>
</table>

* Angle between the TAF axis and the normal to the sample surface.
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II.A-1.3 Bragg Crystals

The spectrometer can be equipped with different crystals whose dimensions and characteristics are listed in Table II.A.2. For all crystals, the nominal radius of curvature \( \rho \) is equal to 254 mm. For the measurements, the chosen crystal is mounted on a moveable carriage that can be translated along the CRY and CRF axes.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>( a \times b \times c ) [mm(^2)]</th>
<th>( h ) [mm]</th>
<th>( 2d ) [Å]</th>
<th>Energy range [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIAP (001)</td>
<td>80 ( \times ) 50 ( \times ) 0.25</td>
<td>20.60</td>
<td>25.772</td>
<td>0.544 – 1.178</td>
</tr>
<tr>
<td>ADP (101)</td>
<td>100 ( \times ) 50 ( \times ) 0.30</td>
<td>20.80</td>
<td>10.642</td>
<td>1.317 – 2.853</td>
</tr>
<tr>
<td>SiO(_2) (110)</td>
<td>100 ( \times ) 50 ( \times ) 0.15</td>
<td>20.55</td>
<td>8.5096</td>
<td>1.647 – 3.568</td>
</tr>
<tr>
<td>LiF (200)</td>
<td>99 ( \times ) 46 ( \times ) 0.60</td>
<td>21.15</td>
<td>4.0280</td>
<td>3.480 – 7.538</td>
</tr>
<tr>
<td>Ge (220)</td>
<td>99 ( \times ) 50 ( \times ) 0.20</td>
<td>20.30</td>
<td>4.0000</td>
<td>3.504 – 7.591</td>
</tr>
<tr>
<td>Si (220)</td>
<td>85 ( \times ) 50 ( \times ) 0.25</td>
<td>20.30</td>
<td>3.8410</td>
<td>3.649 – 7.849</td>
</tr>
<tr>
<td>SiO(_2) (223)</td>
<td>100 ( \times ) 50 ( \times ) 0.40</td>
<td>21.00</td>
<td>2.7500</td>
<td>5.097 – 11.041</td>
</tr>
<tr>
<td>SiO(_2) (223)</td>
<td>85 ( \times ) 50 ( \times ) 0.30</td>
<td>20.40</td>
<td>2.7500</td>
<td>5.097 – 11.041</td>
</tr>
<tr>
<td>LiF (420)</td>
<td>80 ( \times ) 50 ( \times ) 1.10</td>
<td>21.10</td>
<td>1.8010</td>
<td>7.782 – 16.859</td>
</tr>
</tbody>
</table>

Table II.A.2: Crystals’ characteristics.

II.A-1.4 Detector

For the detection of the diffracted x-rays a two-dimensional back-illuminated Charge-Coupled Device (CCD) camera is used. A detailed description of the detector can be found in [46].

The CCD is 2.68 cm long (in the dispersion direction) and 0.80 cm high and consists of 1340 \( \times \) 400 pixels, each pixel having a size of 20 \( \times \) 20 \( \mu \)m\(^2\). The CCD chip is cooled down to \(-45^\circ\) by a cold finger mounted on a water cooled two-stage Peltier element. The cooling limits the dark charge noise of the CCD.

For the read-out and digitalization of the CCD signal, a ST-133 controller from Roper Scientific is used. During the read-out and clean-out process the CCD is covered by a dedicated x-ray shutter made of stainless steel and Al. The data transfer rate of the ST-133 controller being 1 MHz, the time needed to read-out a full CCD image amounts to about 0.5 s, while the time for opening or closing the shutter is shorter than 0.2 s.

The use of a 2D detector permits to correct the images for the geometrical aberrations related to the von Hamos geometry and to improve therefore the instrumental broadening of the spectrometer. In addition, the energy resolution capability of the CCD detector itself permits to sort good x-ray events by filtering the 2D-images with appropriate energy windows. This permits to strongly reduce the background and to
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II.A-2 Target holders

For the GEXRF measurements a precise control of the sample surface orientation relative to the direction of the exiting fluorescence x-rays is needed. This alignment is realized by rotating the sample around the vertical TAL axis. The latter is driven by a step motor through a one-stage worm gear-tooth wheel system. The sample rotation corresponding to one step of the motor amounts to $0.00225^\circ$, i.e., about 39 µrad.

For the measurements presented in this work two target holders were used that are described below.

II.A-2.1 Carrousel target holder

This revolver barrel-like target holder consists of a motorized carrousel on which up to four targets can be fixed simultaneously (see Figure II.A.5). The samples are mounted on the back side (as seen from the incoming beam) of the carrousel wheel. This permits to keep the sample surface at the same position in the y-direction whatever the sample thickness is. The carrousel wheel can be rotated around a horizontal axis via a remote-controlled motor, which permits the change of the samples without opening the spectrometer chamber. This is an important asset when measurements are performed at synchrotron radiation facilities, about one hour of beam time being indeed lost each time the spectrometer chamber has to be opened.

Figure II.A.5: Schematic view of the carrousel target holder: (1) samples, (2) Al or Cu made carrousel, (3) aluminium support, (4) step motor.

suppress events due to higher orders of diffraction. These two aspects will be discussed in details in Sub-chapter III.A on page 61 and Sub-chapter III.B on page 71.
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**II.A-2.2 Piezo target holder**

For the periodic structures' measurements a dedicated target holder was fabricated that allows the rotation of the sample about an axis perpendicular to the sample surface and a vertical translation along an axis which is parallel to the TAL axis. It should be noted that the exit angle of the fluorescence x-rays is not changed by such a rotation, nor by the vertical translation and that, as a consequence, the Bragg condition is not affected by these sample movements.

**II.A-2.2.1 Design**

The piezo target holder is depicted in Figure II.A.6. It consists mainly of two piezo motors, one for the vertical translation and one for the rotation. The motors are mounted on aluminium custom machined supports. The whole assembly is fixed onto the motorized three-axes stage (described in Subsection II.A-1.2 on page 29) by two countersunk screws.

Piezo motors were chosen because of their compactness and positioning precision. The main characteristics of the two motors, which are both from the company SmarAct GmbH, are listed below:

- linear positioner SLC-2430-D-S:
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- 35 mm course,
- 1 nm precision,
- enlarged blocking force;

- rotary positioner SR-2812-S
  - unlimited rotation,
  - 2 μ° precision,
  - 8 mm aperture.

Both motors are Ultra-High Vacuum (UHV) compatible and are equipped with an optical positioning sensor. In order to enforce the vertical linear positioner a spring system compensating the weight of the mobile part had to be added later on in the vertical stage.

The piezo motors are steered by a modular control system (MCS) to which the motor are connected via two sensor modules. For the electrical connection between the piezo motors located in the spectrometer chamber and the sensors modules which are outside, High Vacuum (HV) feedthrough LEMO connectors mounted on an unemployed beam port are used. The MCS controller can be connected to a PC by means of an USB interface or controlled manually with an external joystick-like device.

II.A-2.2.2 Spatial constraints

As the overall dimensions of the piezo target holder are somewhat bigger than those of the carrousel target holder, the slit system had to be redesigned in order to enable the use of the spectrometer over the full Bragg angular range (24.4° - 61.1°) or at least the widest possible part of it.

The new slit system is similar to the one presented in Figure II.A.3 on page 30 but the slit width is no longer adjustable. This is, however, not dramatic because in the GEXRF setup the measurements are performed in the so called slit-less geometry [20] and in the latter geometry the slit is opened to its maximum aperture (about 2 mm).

Nevertheless, due to the enlarged dimensions of the piezo target holder the usable ranges of the TAT, TAF and TAL axes are diminished and, the following spatial constraints should be considered in addition to the limits quoted in Table II.A.1 on page 30:

- TAL rotations should never exceed 20.25°
- TAF and TAT positions should never be simultaneously closer to the slit than 1.375 cm and 2.5 cm, respectively.
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II.A-2.2.3 Target mounting

The rotary piezo motor is fixed to the aluminium support so that the distance between the front plane of the rotor and the TAL axis is 1.5 mm. The samples are glued (glue Electrodag 1415 from Agar Scientific Ltd) on dedicated aluminium plates (see Figure II.A.7) which are screwed on the rotor of the piezo motor. For each sample the thickness of the aluminium plate is chosen so that the total thickness of the sample plus backing system is exactly 1.5 mm. As a consequence, the condition that the TAL axis should lie in the sample surface is automatically satisfied.

The use of an intermediate aluminium plate for the target mounting presents the additional advantage of preserving the position of the sample if later on the latter has to be put back on the target holder.

For the mounting of the second target (which can be replaced by a fluorescence screen), the sample is fixed on the rear side of the support (see Figure II.A.6 on page 33) as in the case of the carrousel target holder.

II.A-3 ESRF measurements

Two experiments were performed at the ESRF, in Grenoble, France, both at the x-ray microscopy beamline ID21. During the first experiment (MI-975), samples with evenly distributed structures (see Section II.C-1 on page 49) were measured. The second experiment (MI-1108) was devoted to the investigation of samples with periodic structures (see Section II.C-2 on page 52). A further objective of the second experiment was to probe the goodness of the theoretical predictions provided by the geometrical optics GEXRF/GIXRF model (see Sub-chapter III.C on page 79).
II.A-3.1 ID21 beamline overview

The ESRF machine operates at an electron energy of 6 GeV and a maximum current of 200 mA. At the beamline ID21 monoenergetic photon beams with energies ranging from about 2 keV up to about 7.5 keV can be delivered to the users. Three different Insertion Device (ID) can be used for the production of the primary photon beam, namely a linear undulator, a helical undulator and a linear wiggler. They are installed on a 4.8 m long low beta straight section of the storage ring. The horizontal and vertical FWHM sizes of the photon source are 47 mm and 12 mm, respectively. The horizontal and vertical source divergences amount respectively to 82 mrad and 12 mrad at 7 keV and 85 mrad and 20 mrad at 2 keV.

Through the primary slits (aperture of $5 \times 12 \text{ mm}^2$) the white beam produced by the insertion devices enters the lead shielded hutch and reaches the double mirror system used for the rejection of the higher energy photons resulting from the ID upper harmonics. Mirrors with Rh, Si and Ni coatings are available. The incident cut-off angle can be tuned from 5 mrad to 20 mrad. Downstream from the mirror system, lead shielding is no more necessary, the energy of the so-called pink beam being sufficiently low.

http://www.esrf.eu/UsersAndScience/Experiments/Imaging/ID21/Sxm/BeamlineOverview

Figure II.A.8: Schematic representation of the ID21 beamline elements.
The pink beam passes through a Bremsstrahlung stop and a collimator with a $5 \times 5$ mm$^2$ aperture and enters then into the optics cabin where it is further filtered and cleaned by several pre-focusing x-ray optics elements (beam steering multilayer, focusing mirrors, plane-grating monochromator).

At the entrance of the experimental cabin, a fixed exit double crystal monochromator from Kohzu Precision Co. Ltd is installed which allows energy scans with negligibly small spatial deviations of the beam. The monochromator is equipped either with two Si (111) single crystals for measurements requiring a high energy resolution (relative resolving power of $10^{-4}$) or a NiB$_4$C multilayer optics for experiments requiring rather a high photon flux at a moderate energy resolution (relative resolving power of $10^{-3} - 10^{-2}$).

In order to minimize the absorption of the produced x-rays, the beamline is operated at UHV upstream from the monochromator and at HV downstream, which allows a windowless connection of the von Hamos spectrometer to the beamline. For the present measurements no x-ray focusing optics was used and the von Hamos spectrometer was installed downstream from the Scanning X-ray Microscope (SXM) chamber to which it was connected with a 1.8 m long evacuated pipe.

### II.A-3.2 MI-975 experiment

The experiment was carried out in early April 2009. The GEXRF angular profiles of Fe, Cr and MgO nanostructures thermally evaporated on Si substrates (see Subsection II.C-1.1 on page 49) were measured using two different beamline setups:

1. In the first setup, the synchrotron radiation was produced by two undulators mounted in series. Upper-harmonics photons were rejected by means of a Ni coated mirror set at a cut-off angle of 7.5 mrad. The beam energy was tuned to 6.4 keV for the Cr measurements and to 7.2 keV for the Fe measurements by means of a double NiB$_4$C multilayer monochromator. The resulting intensity on the samples was of the order of $2 \cdot 10^{13}$ photons/s.

2. In the second setup (MgO and bulk Si measurements), an undulator was used and the upper-harmonics were suppressed with a Si coated mirror operated at a cut-off angle of 7.5 mrad. The beam energy was tuned to 2.3 keV and 2.9 keV, using the same multilayer monochromator as in the first setup. In this case, the beam intensity on the sample was about $3 \cdot 10^{12}$ photons/s.

In order to reduce the wings of the spatial beam distribution a $1.5 \times 1.6$ mm$^2$ pin-hole was installed in the SXM chamber. The GEXRF angular profiles were determined, using the K$\alpha$ x-ray lines of Fe, Cr, Si and Mg. For the Fe and Cr measurements, the von
Hamos spectrometer was equipped with a Ge (220) crystal, whereas for the MgO ones a TiAP (001) crystal was employed and the measurements were performed in second order of diffraction. For the calibration of the angular scale, the angular profile of the Si wafer of each sample was also measured, using an ADP (101) crystal.

II.A-3.3 MI-1108 experiment

During this experiment which took place in late November 2011, the GEXRF angular profiles of periodic nanostructures of chromium deposited on Si wafers were measured. Samples with different patterns (stripes, trapezoidal prisms, disks) were investigated (see Subsections II.C-2.2, II.C-2.3 and II.C-2.4).

The beamline setup was similar to the one used in the first part of the experiment MI-975 (two undulators in series, Ni coated mirror, NiB$_4$C multilayer monochromator) but, the beam energy was tuned to 6.48 keV and, instead of a pinhole, two slits with adjustable widths and perpendicular to each other were used to define the beam size. The latter varied between $0.05 \times 0.2$ mm$^2$ and $1.2 \times 1.2$ mm$^2$. For the biggest beam size, the intensity on the sample was $2.8 \cdot 10^{13}$ photons/s.

The GEXRF angular spectra of the periodic pattern samples were measured using the K\textalpha x-ray line of Cr. As in the previous experiment, for each sample the calibration of the angular scale was determined from the GEXRF angular profile of the corresponding Si wafer, using the Si K\textalpha x-ray line. For all measurements the von Hamos spectrometer was equipped with a SiO$_2$ (1\bar{1}0) crystal, the Si K\textalpha x-ray line being observed in first order of diffraction, the K\textalpha x-ray line of Cr in second order.

II.A-4 SLS measurements

Our last experiment was carried out in mid March 2012 at the SLS SuperXAS beamline, in Villigen, Switzerland.

The SLS synchrotron facility is operated at an electron energy of 2.4 GeV and a current of 400 mA with a so-called top-up electron injection. In this mode the booster injects periodically electrons into the storage ring, keeping the intensity of the circulating electron beam constant. The top-up injection together with very small beam intensity losses ensures synchrotron radiation beams that are very stable in intensity and position.

II.A-4.1 SuperXAS beamline overview

SuperXAS is a beamline based on a 2.9 T bending magnet having a critical energy of 11.1 keV. The photon energy range available at the beamline spans from $\sim 4.5$ keV to
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Figure II.A.9: Top view on the SuperXAS beamline: WBS – white beam slits, VCM – vertical collimating mirror, DCM – double crystal monochromator, QEXAFS – quick EXAFS monochromator, MS – monochromatic slits, TM – Toroidal Mirror.

~35 keV. The horizontal and vertical FWHM sizes of the photon source are 53 μm and 16 μm, respectively, with divergences of 2 mrad in the vertical plane and 0.6 mrad in the horizontal one.

A schematic view of the superXAS beamline is presented in Figure II.A.9. As shown, the synchrotron radiation produced by the bending magnet passes first through a graphite attenuator and a slit system (WBS) which define the intensity and dimensions of the so-called white beam. The latter is collimated in the vertical plane by a water cooled mirror (VCM) and monochromatized either by a double crystal monochromator (DCM) or, for fast scanning operation, by the quick EXAFS (QEXAFS) monochromator [47]. The Bremsstrahlung stopper serves to block the white and pink beams, while the secondary slits (MS) block the scattered beam and define the dimensions of the monochromatic beam which can be focused on the samples by means of a toroidal mirror (TM).

The substrates of the VCM and TM mirrors consist of 1100 mm long and 40 mm thick monocrystalline Si wafers which are 80 mm (VCM) and 70 mm (TM) wide. The optical active surfaces are made of Rh and Pt coatings with a Cr underlayer. In the case of the VCM mirror there is in addition a bare Si stripe between the Rh and Pt coatings. The Rh and Pt coatings and Si central stripe of the first mirror are 20 mm wide, while the width of the two coatings of the toroidal mirror amounts to 34 mm. The VCM mirror is bent cylindrically (radius of curvature adjustable from 4.5 km to 40 km) and the TM one is bent toroidally (bending radius from 3 km to 40 km). The mirror holders/benders are supported by massive granite blocks that are mechanically isolated from the vacuum chamber by means of edge-welded bellows. The mirrors can be remotely adjusted in five independent degrees of freedom (three rotations and two translations). The two translation stages allow to move the mirrors horizontally and
thus to change the coating between Pt and Rh (plus Si coating in the case of the VCM mirror).

The double crystal monochromator (DCM) consists of two Si (111) or Si (311) single crystals. The Si (111) crystals set is employed for the lower energy range (down to 4.5 keV) and the Si (311) one for the higher energies (up to 35 keV). The dimensions of the first crystal are $40 \times 70 \times 10$ mm$^3$ and those of the second one $40 \times 170 \times 30$ mm$^3$ (width $\times$ length $\times$ thickness). The exchange between the Si (111) and Si (311) crystal pairs can be done in vacuum by means of a remote-controlled linear stage. In order to withstand the thermal heat load the crystals are water cooled. The QEXAFS monochromator consists of a goniometer which permits to select a specific Bragg angle and a fast oscillating channel cut crystal attached to the goniometer. The oscillation of the monochromator crystal is produced by an eccentric disk that is continuously rotated by a motor. This system permits to scan up to $\sim 40$ energy points per second. Depending on the energy, a Si (111) or Si (311) crystal is used. The two crystals can be manually exchanged during shutdown periods.

Different components and detectors allowing setting up transmission and fluorescence experiments as well as Resonant Inelastic X-ray Scattering (RIXS) and High Energy Resolution Fluorescence Detected X-Ray Absorption Spectroscopy (HERFD XAS) measurements can be installed in the experimental station. A sample manipulator consisting of several modules including horizontal and vertical movements plus a rotation is also available. The components corresponding to the different setups can be easily exchanged or removed.

### II.A-4.2 Experiment

The von Hamos crystal spectrometer of Fribourg was installed in the experimental station downstream from the optical tables (see Figure II.A.10). For our experiment all unnecessary parts of the beamline equipment were removed from the beam path and replaced by a bare beam pipe closed at the spectrometer side by a Kapton window. To simplify the venting of the spectrometer, the beam port of the latter was not connected mechanically to the beam pipe but closed with a thin Kapton foil. The distance between the beam port and the downstream end of the beam pipe amounted to a few cm only, resulting in a negligibly small absorption of the incoming photons in air.

The beam energy was tuned to 8.5 keV, using the DCM monochromator and the Rh coating for both mirrors. In order to reduce the wings of the spatial beam distribution and to preserve the angular resolution of the GEXRF measurements (see Subsection III.B-5.2 on page 76) a height of 0.5 mm was adopted for the horizontal monochromatic slit, whereas the width of the vertical slit was varied between 0.2 and 3.5 mm, depending on the measured sample. For the widest beam the intensity on the sample was $\sim 7 \cdot 10^{11}$ photons/s.
Several structures with plane symmetries were measured (see subsection II.C-2.4 and II.C-2.5). The GEXRF angular profiles were measured using the Kα x-ray lines of Si, Co and Ni. The spectrometer was equipped with a Ge (220) crystal for the measurements of Ni and with a SiO$_2$ (111) crystal for those of Si. The Co measurements were performed partly with the Ge (220) crystal in first order of diffraction and partly with the SiO$_2$ (111) crystal in second order of diffraction.
II.B  GIXRF measurements

II.B-1  Beamlines

The experimental GIXRF data were collected by Falk Reinhardt from Physikalisch-Technische Bundesanstalt (PTB) at two different beamlines of the electron storage ring BESSY II, in Berlin, Germany. The measurements in the soft x-ray range, *i.e.* the energy regime between 78 eV and 1860 eV, were performed at the Plane Grating Monochromator (PGM) beamline [48]. The measurements demanding a higher excitation energy were realized at the Four-Crystal Monochromator (FCM) beamline [49, 50], where x-ray energies between 1.75 keV and 10.5 keV are available. At both beamlines the incident synchrotron radiation is well characterized in terms of spectral purity and intensity profile in the focal plane.

II.B-1.1  Plane grating monochromator beamline

The PGM beamline is operated with two undulators characterized by periods of 180 mm and 49 mm, respectively. The undulators provide photons with energies ranging from 20 eV to 1900 eV with a high flux and a small transmittance of higher diffraction orders. The radiation impinging on the monochromator originates from the central cones of the first, third and fifth undulator harmonics.

The layout of the whole beamline is shown in Figure II.B.1. The first optical element is a horizontally deflecting water-cooled toroidal mirror (M₁) which collimates the light in both the vertical and horizontal directions. The collimated beam passes through the plane-grating/plane-mirror assembly (M₂, PG), equipped with two gratings (1200 and 300 lines/mm) and a long rotatable plane mirror. All optical elements are Au-coated except the plane mirror and the 300 lines/mm grating whose surfaces are divided into two halves which are coated one with SiC, the other one with Au. The 300 lines/mm grating and the plane mirror can be translated transversely to the optical axis. As a result, depending on the photon energy, a different coating can be used for an optimum suppression of the photons corresponding to higher-order diffractions. A horizontally
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Figure II.B.1: Schematic view of the plane-grating monochromator beamline (from [48]).

deflecting cylindrical mirror (M₃) focuses the diffracted light vertically onto the exit slit. Finally the beam is refocused in both the vertical and horizontal directions at the toroidal mirror (M₄).

An advantage of this beamline is the possibility to downsize the vertical spread of the beam profile down to 20 μm.

II.B-1.2 Four-crystal monochromator beamline

The FCM beamline is fed with the radiation from a bending magnet having a characteristic energy of 2.5 keV. The beamline covers the energy range from 1.75 to 10 keV. In order to achieve the required reproducibility in photon energy, the monochromator and focusing elements are decoupled.

The beamline layout is presented in Figure II.B.2. The beam produced by the bending magnet is first reflected by a toroidal mirror. The latter focuses the beam in the horizontal plane and collimates it in the vertical plane. A four-crystal geometry is used to monochromatize the beam, employing the setup proposed by DuMond [51] which provides a fixed exit beam without crystal translations (see Figure II.B.3). To
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cover the spectral range from 1.75 to 10 keV, two sets of four InSb (111) and Si (111) crystals are used. The two sets can be exchanged in vacuum by means of a horizontal translation. The monochromatized beam is then reflected by a quasi-flat mirror that can be bent down to a radius of 2 km to superpose the vertical and horizontal focal points. The beam at the FCM beamline can be vertically focused down to 300 μm.

II.B-2 GIXRF setup

II.B-2.1 Ultra-high vacuum x-ray spectrometry chamber

In order to perform the GIXRF measurements the samples need to be properly mounted and manipulated. To achieve this aim, a dedicated UHV x-ray spectrometry chamber was developed at the PTB. The latter allows to perform measurements in standard x-ray fluorescence conditions as well as in the GIXRF geometry [52, 53]. The GIXRF spectra of the samples consisting of NaCl nanostructures (Subsection II.C-1.2 on page 51) and Cr pads (Subsection II.C-2.1 on page 52) were measured using this PTB’s x-ray spectrometry chamber.
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Figure II.B.4: Sketch of the PTB’s GIXRF experimental setup: a) top view, b) view from the upstream side. The energy-dispersive SDD detector is aligned perpendicularly to the incident beam. This permits to minimize the intensity of the scattered radiation. The figure was taken from [54].

The sample fluorescence is produced by a monochromatic synchrotron radiation of well-known flux and intensity distribution in the focal plane. The intensity of the incident radiation is measured with a set of calibrated photodiodes. The latter are also used to determine the incident angle of the beam with respect to the sample surface (see Figure II.B.4). Thanks to a precise knowledge of the chamber geometry, the incident angle can be set with a precision of ±0.005°. Together with the known beam profile, this ensures the accurate determination of the effective solid angle of detection for any incident angle and photon energy [53].

As the x-ray spectrometry chamber is equipped with a single rotation axis, a great care was devoted to the mounting of the Cr pads sample on the target holder: the rows in which the pads are arranged were accurately aligned on the direction corresponding to the spread of the beam footprint on the sample surface (see Figure II.B.4.b).

II.B-2.2 6-axis manipulator ultra-high vacuum chamber

The Cr stripes sample (Subsection II.C-2.2 on page 52) was mounted on the UHV 6-axis manipulator developed recently at the PTB [55]. The latter consists of a x-y-z-translation stage and a θ-χ-φ-rotation stage. Here χ denotes the angle of the sample surface with respect to the polarization plane of the incident synchrotron beam. Thus, for χ = 0°, measurements of s-polarized photons are possible, whereas measurements performed at χ = 90° allow to minimize the scattering of the radiation in the sample. For χ = 90°, φ corresponds to the angle of the incident beam relatively to the substrate surface. This angle can be varied from 0° to 45°, enabling GIXRF and TXRF measurements as well as conventional XRF measurements in the standard 45°/45°-setup. The θ-stage rotates the sample around an axis which is normal to the sample surface.
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For the measurements, the sample was aligned so that the center of the stripes structure coincided with the $\varphi$ and $\vartheta$ rotation centers. Then the angle $\vartheta$ was varied from slightly below $0^\circ$ to slightly above $90^\circ$ in steps of $5^\circ$. At each $\vartheta$-angle the XRF count rate was recorded with an SDD detector, varying the incident angle $\varphi$ from $0^\circ$ to $1.2^\circ$ with a step width of $0.01^\circ$. The sample layout is presented in Figure II.B.5.

II.B-3 Reference-free analysis

As mentioned above, at both PTB beamlines the incident synchrotron radiation is well characterized in terms of spectral purity and intensity profile in the focal plane. Thus the projection of the beam onto the sample surface, the so-called footprint of the beam (see Figure II.B.6), can be precisely calculated. The fluorescence radiation emitted by the sample is measured with a SDD detector with a well characterized efficiency and spectral response function. Furthermore, for any incident angle the solid angle
acceptance of the detector is known (see Figure II.B.7). Thus, the effective solid angle of detection can be calculated from the convolution of the beam footprint on the sample surface with the solid angle acceptance of the detector.

With this precise knowledge of the effective solid angle of detection [53] and with the use of tabulated or measured fundamental parameters for the relevant atomic processes, e.g., the photoionization cross sections and the fluorescence yields of the elements of interest, a reference-free quantification approach can be applied [52, 53]. However, for particulate media additional geometrical effects need to be taken into account [54]. This problem will be discussed in more detail in Sub-chapter III.D on page 87.
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For the realization of the project, several sets of dedicated samples with different surface nanostructures were fabricated. Most structures were made of transition metals (Cr, Fe, Ni, and Co). Other structures made of low-Z elements like Al or light element compounds such as MgO and NaCl were also prepared. In order to get good total reflection properties, substrate materials with low refractive indexes were preferably chosen, namely silicon, silica and sapphire.

It can be noted that for GEXRF measurements 3d transition metals present advantageous properties. First, their refraction index is significantly different from the one of the chosen substrate materials. Secondly, their self absorption for the K-shell fluorescence lines employed for the measurements of the GEXRF and GIXRF angular profiles is relatively small.

The investigated samples can be divided into two groups:

- samples with evenly distributed structures (Section II.C-1) and
- samples with periodic structures (Section II.C-2 on page 52).

The first group of samples was used mainly to investigate the general dependences of the GEXRF and GIXRF angular profiles on the surface particle distributions, whereas the samples belonging to the second group were employed to probe the geometrical model developed to interpret the GEXRF and GIXRF results.

II.C-1 Evenly distributed structures

II.C-1.1 Fe, Cr and MgO thermal evaporated structures

Most of these samples were fabricated by the Group of Magnetic Heterostructures at the Institute of Physics of the Polish Academy of Sciences in Warsaw, Poland, using the Molecular Beam Epitaxy (MBE) technique. As substrates Si (111) wafers with a native oxide layer of $\sim 3$ nm were used. The wafers were treated by organic solvents to remove
residual greases. For each deposition material four samples were fabricated which differ by the deposition rate and the structure growth conditions (see Table II.C.1).

<table>
<thead>
<tr>
<th>sample number</th>
<th>cap material</th>
<th>growth temp.</th>
<th>annealing temp.</th>
<th>cap thickness</th>
<th>rms roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>921A</td>
<td>MgO</td>
<td>25 °C</td>
<td>800 °C</td>
<td>1 nm</td>
<td>0.25 nm</td>
</tr>
<tr>
<td>921B</td>
<td>Cr</td>
<td>25 °C</td>
<td>800 °C</td>
<td>5 nm</td>
<td>0.37 nm</td>
</tr>
<tr>
<td>921C</td>
<td>Fe</td>
<td>25 °C</td>
<td>800 °C</td>
<td>5 nm</td>
<td>0.82 nm</td>
</tr>
<tr>
<td>922A</td>
<td>MgO</td>
<td>25 °C</td>
<td>800 °C</td>
<td>5 nm</td>
<td>0.21 nm</td>
</tr>
<tr>
<td>922B</td>
<td>Cr</td>
<td>25 °C</td>
<td>800 °C</td>
<td>5 nm</td>
<td>4.07 nm</td>
</tr>
<tr>
<td>922C</td>
<td>Fe</td>
<td>25 °C</td>
<td>800 °C</td>
<td>5 nm</td>
<td>5.91 nm</td>
</tr>
<tr>
<td>923A</td>
<td>MgO</td>
<td>800 °C</td>
<td>—</td>
<td>5 nm</td>
<td>0.11 nm</td>
</tr>
<tr>
<td>923B</td>
<td>Cr</td>
<td>800 °C</td>
<td>—</td>
<td>5 nm</td>
<td>0.55 nm</td>
</tr>
<tr>
<td>923C</td>
<td>Fe</td>
<td>800 °C</td>
<td>—</td>
<td>5 nm</td>
<td>3.42 nm</td>
</tr>
<tr>
<td>926A</td>
<td>MgO</td>
<td>25 °C</td>
<td>—</td>
<td>5 nm</td>
<td>0.21 nm</td>
</tr>
<tr>
<td>926B</td>
<td>Cr</td>
<td>25 °C</td>
<td>—</td>
<td>5 nm</td>
<td>0.26 nm</td>
</tr>
<tr>
<td>926C</td>
<td>Fe</td>
<td>25 °C</td>
<td>—</td>
<td>5 nm</td>
<td>0.31 nm</td>
</tr>
</tbody>
</table>

Table II.C.1: Samples fabricated by the Group of Magnetic Heterostructures at the Institute of Physics of the Polish Academy of Sciences. Cap thicknesses are nominal thicknesses derived from the deposition times. The rms surface roughnesses were determined from AFM measurements.

Additionally several Cr structures were made by means of thermal evaporation in the Surface Physics and Tunneling Spectroscopy Laboratory at the Institute of Molecular Physics of the Polish Academy of Sciences in Poznań, Poland (Table II.C.2).

<table>
<thead>
<tr>
<th>sample number</th>
<th>cap material</th>
<th>growth temp.</th>
<th>cap thickness</th>
<th>rms roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.2.2009 Cr30s</td>
<td>Cr</td>
<td>25 °C</td>
<td>5.7 nm</td>
<td>1.2 nm*</td>
</tr>
<tr>
<td>3.2.2009 Cr60s</td>
<td>Cr</td>
<td>25 °C</td>
<td>11.5 nm</td>
<td>9.3 nm*</td>
</tr>
<tr>
<td>9.2.2009 Cr90s</td>
<td>Cr</td>
<td>25 °C</td>
<td>17.2 nm</td>
<td>0.7 nm†</td>
</tr>
<tr>
<td>4.2.2009 Cr120s</td>
<td>Cr</td>
<td>25 °C</td>
<td>22.9 nm</td>
<td>—</td>
</tr>
</tbody>
</table>

*Measured at the Physics Department of the University of Fribourg (Dr. Ivan Marozau).
†Measured at the Institute of Molecular Physics of the Polish Academy of Sciences (Surface Physics and Tunneling Spectroscopy group).

Table II.C.2: Samples fabricated in the Surface Physics and Tunneling Spectroscopy Laboratory at the Institute of Molecular Physics of the Polish Academy of Sciences. Cap thicknesses are nominal thicknesses derived from the deposition times.

As shown in [56, 57], for Fe deposited on pure Si (111) at temperatures up to 400 °C, a two-dimensional growth of iron silicide takes place, whereas upon annealing at temperatures higher than 500 °C, three-dimensional nanocrystallites with a CsCl-type metallic structure are formed. Iron does not diffuse into the Si bulk and the whole
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amount of deposited material forms iron silicide crystallites. It can be noted that for higher amounts of deposited Fe the semiconducting $\beta$ phase should be considered, too.

In our case the situation is slightly different since the oxide was not removed from the wafers’ surface. Actually, although the removal of oxide takes place at ca. 700 °C, built-in oxygen atoms might still be present in the structure even for a deposition temperature of 800 °C. Nevertheless strong topographic similarities were found between the structure of the samples investigated in the present work and those discussed in [56, 57].

Regarding Cr, equilibrium diagrams suggest that its behaviour should be very similar to the one of Fe. The similarity is indeed confirmed by AFM measurements.

In the case of MgO growth on Si (111) the deposited material smoothly covers the Si surface regardless of the growth conditions.

II.C-1.2 NaCl nanostructures

NaCl nanoparticles were deposited on Si surfaces by means of the electrostatic aerosol sampling method. SEM pictures reveal that the NaCl nanoparticles form monodisperse single crystals of similar size (see Figure II.C.1). The nanoparticles’ dimensions and their distribution densities are listed in Table II.C.3.

![Figure II.C.1: SEM image of NaCl structures (NPRA0055 sample).](image)
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<table>
<thead>
<tr>
<th>Sample number</th>
<th>Av. particle dimension [nm]</th>
<th>Particle density [particle/mm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPRA0053</td>
<td>100</td>
<td>200000</td>
</tr>
<tr>
<td>NPRA0054</td>
<td>50</td>
<td>1500000</td>
</tr>
<tr>
<td>NPRA0055</td>
<td>20</td>
<td>25000000</td>
</tr>
</tbody>
</table>

Table II.C.3: NaCl structures.

II.C-2 Periodic structures

II.C-2.1 Cr pads

The samples were produced by a lift-off procedure. A pattern of 2250 circular holes with a diameter of 2.7 μm, arranged along 7 lines on the surface of a SiO$_2$ wafer, was imprinted on a photoresist by electron beam lithography. The whole surface was then covered with a chromium layer. After removal of the photoresist, Cr cylinders remained on the substrate in the same arrangement as the original hole pattern. The minimal distance between two neighbouring cylinders was 50 μm. Thus, only about 0.2% of the SiO$_2$ surface was covered with chromium. Samples with 20 nm, 50 nm and 100 nm high Cr pads were produced.

Figure II.C.2: SEM image of a Cr pads sample (left panel) with an enlarged view of a single pad (right panel). (From [54].)

II.C-2.2 Cr stripes

The sample was prepared using the same lift-off technique on a Si wafer having a native oxide layer of ~3 nm. A pattern of 1000 stripes having a length of 6 mm and a width of 1 μm and separated by a distance of 5 μm was imprinted on the photoresist. The latter was then covered with a thin chromium layer. After removal of the photoresist 10 nm high Cr stripes remained on the sample surface.
II.C-2.3  Cr trapezoidal prisms

The samples were prepared at the École Polytechnique Fédérale de Lausanne (EPFL) Center of MicroNanoTechnology (CMI), in Lausanne. A 10 cm in-diameter Si (100) wafer was used as common substrate for all samples. The wafer was first cleaned using a O$_2$ plasma and a Piranha solvent\(^1\). Secondly, a chromium layer was deposited on the wafer by means of thermal evaporation at room temperature. The layer was then coated with a photoresist and the pattern of juxtaposed trapezoidal prisms was imprinted by a PC-controlled high-resolution laser beam. After development of the photoresist a wet etched Cr layer was obtained. Finally, the remaining photoresist was removed and the wafer was diced into different pieces corresponding each to a different sample.

For each sample, the pattern consisted of identical trapezoidal prisms having a length of 2 mm and widths varying from 2 \(\mu\)m to 10 \(\mu\)m (see Figure II.C.3). Samples corresponding to groups of 1, 2, 3, 4 and 5 prisms were prepared. The distance between the prisms in the same group was 12 \(\mu\)m and two adjacent groups were separated by a distance corresponding to 5 prisms, i.e., 62 \(\mu\)m. A sample with a single group of 500 prisms was also produced.

The samples were fabricated from two wafers with Cr layer thicknesses of 6 nm and 10.7 nm, respectively.

![Schematic drawing of a Cr sample with periodic trapezoidal structures.](image)

II.C-2.4  Disk patterns made of one and two superposed 3d elements

The samples were prepared by Andreea Veronica Savu at the Laboratory of Microsystems 2 (LMIS2) of EPFL, using the so-called stencil lithography method which is a high

---

\(^1\) mixture of sulfuric acid H$_2$SO$_4$ and hydrogen peroxide H$_2$O$_2$
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Figure II.C.4: AFM images of Cr disc patterns prepared with the stencil method.

resolution shadow-mask technique. The latter is usually employed for structuring surfaces at the micro and nanometer scales. A stencil, \textit{i.e.}, a membrane with customized apertures, is clamped to a substrate. The clamped set is placed in an evaporator and the chosen material is deposited through the stencil’s apertures onto the substrate. More details about this technique can be found in [58].

Stencils with four $800 \times 800 \, \mu m^2$ membranes were used. Circular holes with a diameter of $1 - 2 \, \mu m$ were drilled in the membranes to form p4m symmetry [59] periodic patterns with a different hole spacing for each membrane (see Figure II.C.4). For the present project the stencil membranes were placed on a SiO$_2$ substrate. Two types of disc structures were prepared. The first one was made by depositing on the substrate a $5 \, nm$ thick mono-layer of Cr. For the second one, Co and Ni layers having each a thickness of $3 \, nm$ were deposited to build patterns of disks made of Co superposed to Ni. AFM measurements showed that the rms roughness of these samples was in the order of $0.5 \, nm$.

II.C-2.5 Samples with plane symmetries

The samples were prepared at the EPFL CMI, in Lausanne, within an user process flow project. The steps of the process flow are presented in Table II.C.4.

As a common substrate for all samples a $10 \, cm$ in-diameter Si (100) wafer was used. The designed structures consisted of $5 \, nm$ high and $2 \, \mu m$ in-diameter disks distributed
### Table II.C.4: Process flow steps for the structuration of the plane symmetry samples.

<table>
<thead>
<tr>
<th>Step</th>
<th>Process description</th>
<th>Cross-section after process</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.</td>
<td>Substrate cleaning</td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Photoresist coating and photolithography</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>First metal evaporation</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Lift-off resist removal</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Photoresist coating and photolithography</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Second metal evaporation</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Lift-off resist removal</td>
<td></td>
</tr>
<tr>
<td>7.</td>
<td>Protective coating before dicing</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Dicing</td>
<td></td>
</tr>
</tbody>
</table>
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Figure II.C.5: Different plane symmetries (p4m, pmg, p4, pmm) [59] of the Ni/Co patterns.

on the intersection points of a rectangular grid having a 5 μm period. Several patterns with two sorts of disks made of different metals, namely Ni or Co, and characterised by different plane symmetries (see Figure II.C.5) were fabricated. In addition, on the same wafer and within the same process flow, calibration samples consisting of Ni and Co layers were produced. The metallic layers were deposited by means of thermal evaporation. Finally, the wafer was coated with a photoresist layer in order to protect the nanostructures during transportation and storage and the wafer was cut into 1 × 1 cm² dices. For the measurements, the photoresist coating was removed in an acetone bath.

The two-layer layout drawing of the wafer was prepared with a Computer-Aided Design (CAD) software. Each layer was imprinted on a photolithography mask by means of an optical pattern generator based on a Kr laser scanner having a 1 μm resolution. The masks were then used for a direct on-wafer photolithography of the designed struc-
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tures. The same masks could be used repeatedly. The masks corresponding to the two layers were aligned by means of an optical device using reference marks printed on each mask. The alignment precision was in the order of $1 \mu$m.

Despite of several attempts in which the parameters of the production steps were slightly modified, the 5 nm thick Co layer appeared to be very unstable and systematically deteriorated during the lift-off process. No clear explanation could be found for the layer deterioration and thus no Co-Ni double layer sample of good enough quality could be obtained. Note that such a difficulty was not encountered with the Ni layer.
Chapter III

Data analysis and data processing
III.A  CCD events analysis

The analysis of the CCD images permits to distinguish good x-ray events from background events. The charge deposited in a single CCD pixel or in a group of neighboring pixels is indeed proportional to the energy of the absorbed photon. Good event pixels can thus be sorted by filtering the data with an energy window. Actually, if the pixel charge fulfills the conditions of the energy window, a 1 is assigned to that pixel, if not a 0. This procedure reduces the number of background events originating from scattered photons, photons diffracted by the crystal in higher orders of diffraction, or cosmic rays. For strong x-ray lines, the energy window can be determined directly from the frequency distribution of the charges deposited in the pixels, whereas for weak x-ray lines, it can be determined from the known linear energy response of the CCD camera. The latter was indeed determined precisely, using the Kα transitions of a variety of elements ranging from Mg (E=1.254 keV) to Mo (E=17.479 keV) [46].

III.A-1  Currently used algorithm

The filtering algorithm used so far by the Atomic and X-ray Physics (AXP) group of Fribourg was presented in [46]. In the latter article it was shown that for the back illuminated CCD camera charges are either deposited in a single pixel or split randomly between several neighboring pixels. These two cases are treated differently by the algorithm. In particular different energy windows are used for the two cases, the energy window having to be wider and shifted to higher energies for split events.

Let us shortly describe the algorithm steps:

1. Single events sorting
   If the charge deposited in a pixel fits the energy window for single events the corresponding event is cataloged as a good event and a 1 is assigned to this pixel which is excluded from further analysis.

2. Split events sorting
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Figure III.A.1: Selected area of a raw (a) and corrected (b) CCD image. (From Ref. [46].)

(a) Threshold charge

After the sorting of the pixels corresponding to single events the image is reanalyzed and only those pixels that have a charge above a certain threshold value (established experimentally) are considered.

(b) Nearest neighbors sum

For each pixel satisfying the threshold condition, the total charge obtained by summing the charge of this pixel with those of its nearest neighbors is calculated.\(^1\) The pixels taken into consideration for the calculation of the total charge are then excluded from further analysis.

(c) Good events sorting

If the above mentioned total charge fits the energy window for split events, a good event is attributed to the pixel with the highest partial charge in the group and, in the filtered image, a 1 is assigned to this pixel.

An example of image filtering is presented in Figure III.A.1

The algorithm described above counts all events within the chosen energy window provided that, for split events, pixels are not shared. This is in general true for low charge deposition rates when only few good events are observed for each CCD image. However, going to high brilliance x-ray radiation sources such as synchrotron light sources, the probability that the above condition is not satisfied might be rather high.

If in the same CCD image, a pixel is hit more than one time, one observes a so-called multiple hit event. Such an event is eliminated by the single event sorting algorithm and two or more good events will be thus lost. The same holds for split events if two or more shared pixels are hit within the same exposure (split multiple hit event). As a result many good events could be missing at the end of the filtering process and the

\(^1\)It should be noted here that the sum is calculated over 9 pixels and not 4 as stated in [46].
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The intensity of the measured spectrum might thus be affected by systematic errors. For single pixel events, a possible solution to this multiple hit problem consists to reanalyze the CCD images using energy windows corresponding to the double and, if necessary, triple value of the energy of the measured x-rays and to assign a 2 or a 3 to these good double or triple hits events. However, such a procedure increases the background by a factor 3 (double hit analysis) or 4 (triple hit analysis) and is hardly applicable to split events.

Therefore we have developed a new algorithm which should satisfy the two following conditions: a correct sorting of the multiple hits for both single and split events and, for small numbers of events, the results should be equal to those obtained with the former algorithm.

III.A-2 New algorithm

In this section the new algorithm that should resolve multiple hit events is presented together with its application limits. The equivalence of the new and old algorithms in the limit of small charge deposition rates is then discussed for split single hit events.

The new algorithm consists of the following steps:

0. Background subtraction (see Section III.A-4 on page 66)

This is not really an algorithm step but rather a part of the data acquisition process. However, the algorithm requires that the average background level is 0.

1. Single pixel threshold charge

The image is scanned to sort pixels having a charge above the preset threshold.

2. Threshold charge for groups of neighboring pixels

For each pixel with a charge above the single pixel threshold, the charge of this pixel is added to the ones of the nearest neighbors.

- If the sum is higher than the lower limit of the energy window for split events, all the pixels belonging to the group are retained for further analysis.
- Otherwise, the central pixel is checked for the condition of a single event window and assigned as a good event if the condition is fulfilled.

3. Multiple hit domains

For each CCD image, groups of pixels corresponding to split multiple hit events are identified by means of a modified version of the flood filling algorithm. Such groups named hereafter multiple hit domains consist of pixels having a charge...
above the single pixel threshold and of all neighboring pixels of the latter (see Figure III.A.2). Two domains are non-contiguous if the pixels with a charge above the threshold have pairwise no common neighbors, i.e., the pixels of each pair are separated by at least 3 pixels.

For each multiple hit domain $D$ the sum $S_D$ of the charges of all pixels belonging to the domain is calculated.

4. Hit regions.

Each multiple hit domain is probed for non-contiguous sub-groups of pixels having a charge above the single pixel threshold. Such sub-groups called hit regions are composed of the pixels with a charge above the threshold and of all nearest neighbors of the latter. Thus, hit regions inside a multiple hit domain may have some common pixels (see Figure III.A.2).

For each hit region $R$ the sum $S_R$ of the charges of all pixels belonging to the region is calculated.

In order to calculate the charge deposited in a specific hit region $S_D$ is shared between the regions belonging to the same domain according to the following relation:

$$\tilde{S}_R = S_R \cdot \frac{S_D}{\sum_{R' \subset D} S_{R'}}.$$  

(III.A.1)

Figure III.A.2: Example of a multiple hit domain consisting of two (red and blue) hit regions. The numbers noted in the pixels correspond to the partial charges deposited in these pixels. Pixels with a charge above the threshold (set here to 0.25) are colored and surrounded with a thick colored line. The charges deposited in the pixels lying in two hit regions is shared equally between the latter; this gives hit regions with partial charges $\tilde{S}_R$ of $\sim 2.1$ (red) and $\sim 1.9$ (blue) which would both correspond to good multiple hit events by setting an energy window of 10%. Note that none of the four pixels with the highest partial charges presented in the figure would be recognized as good split events by the previous algorithm since the sum of the charges of the nearest neighbours is much bigger than the charge deposited by a single event.
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5. Multiplicity assignment

If $\tilde{S}_R$ fits the energy window corresponding to a multiple hit of multiplicity $n$ then this multiplicity $n$ is assigned to the hit region.

6. Good events assignment

- Hit regions with no multiplicity
  If the hit region has no multiplicity then each of the pixels belonging to this region and having a charge above the threshold is probed for the energy windows corresponding to single hit events and multiple hit events. The multiplicities of the applicable energy windows are then assigned to these pixels.

- Single hits
  If a multiplicity of 1 is assigned to a hit region then a good event is assigned to the pixel with the highest deposited charge.

- Multiple hits
  For split multiple hits the assignment of integer numbers of events to a pixel is troublesome owing to the fact that the charge distribution in a hit region might be very complex. In the new algorithm, an alternative solution is thus proposed which consists of assigning partial multiplicities to all pixels of the hit region having a charge above the threshold. The assigned multiplicity is proportional to the charge deposited in the pixel. The sum of all partial multiplicities assigned to the pixels within a hit region must be equal to the multiplicity of this region.

It should be noted that the distinction between the assignment of good events for single and multiple hits is somewhat artificial and was introduced only on account of compatibility with the previous algorithm.

III.A-3 Energy window

For the proper analysis of the multiple events a suitable definition of the energy window is needed. For single hits the definition is straightforward: depending on whether we check a single pixel or a domain the energy windows are defined as in the previous algorithm for the cases of single and split events, respectively.

The determination of the energy windows for higher multiplicities can be done, similarly to the previous case, experimentally. However, provided that the charge frequency distribution for single events has a Gaussian shape, the energy windows can be also determined theoretically.
The charge deposited in a multiple hit does indeed correspond to the sum of the charges deposited in separated single events. Therefore the charge frequency distribution of a multiple hit should be a convolution of $n$ charge frequency distributions for single events, \textit{i.e.}, according to the above assumption, a convolution of $n$ Gaussians centered at $I_0$ and with HWHM widths $\delta$. Thus, the charge distribution related to a multiple hit should also be a Gaussian centered at $n \cdot I_0$ and with a HWHM of $\sqrt{n} \cdot \delta$.

Above statements permit to determine the energy windows for multiple hits in a straightforward way from the corresponding single hit energy window. If the single hit energy window is given by the interval $[\text{min}, \text{max}]$, the energy windows for higher multiplicities can indeed be written simply as:

$$n \cdot \text{max} - \text{min} + \sqrt{n} \cdot \frac{\text{max} - \text{min}}{2} \cdot [-1, 1]$$

(III.A.2)

Again, depending on whether we check a single event pixel or a multiple hit domain, the intervals $[\text{min}, \text{max}]$ should correspond to the single hit energy windows for single and split events, respectively.

### III.A-4 Background consideration

As already mentioned, the algorithm requires that the background mean value is 0. If it is not the case the sum of the pixel charges in a domain depends on the size of the latter. This results for each multiplicity in a broadening and a shift of the charge frequency distribution and thus also of the corresponding energy window.
To avoid such a dependency of the energy windows on the background level, a background image should always be taken before a measurement and then subtracted from each acquired image. Actually, the subtraction of the background image from each real image is done automatically by the CCD controller. It should be noted that background images should be measured within the same exposure time as the real images and without any incoming radiation, i.e., with the x-ray shutter closed. The charges of the pixels in a background image are due to the dark current and readout noise. The background charges originating from the dark current are proportional to the acquisition time, whereas those due to the readout noise are constant. This online background subtraction from the collected images permits the use of beforehand chosen energy windows. However, the widths of the energy windows should be chosen carefully. In particular, as the widths of the charge frequency distributions are mostly due to the dark current noise of the CCD, increasing the exposure time may require the use of wider energy windows.

It should be mentioned also that the background image itself does not contain all types of background events. Scattered photons and cosmic rays are additional background components that cannot be eliminated before the analysis. If such a background event occurs in a multiple hit domain the total charge of this domain is too large. For this reason, if the total charge of a domain does not meet the condition of the energy window, the individual charges of all pixels belonging to the domain are probed.

The multiple hit analysis algorithm cannot distinguish between multiple hit events and photons diffracted in higher orders by the crystal. The algorithm treats indeed photons diffracted in the \( n^{th} \) order exactly in the same way as hits having a multiplicity equal to \( n \). This may lead to systematic errors in the determination of the intensities, energies and widths of the x-ray lines of interest if the latter are in overlap with higher order x-ray lines originating, e.g., from impurities or trace elements in the measured sample.

### III.A-5 Comparison between the two algorithms

The two algorithms discussed above are compared in Figure III.A.4 and Figure III.A.5. Both figures represent the same high-resolution K\( \alpha \) x-ray spectrum measured using either a weak fluorescence source corresponding to a low charge deposition rate in the CCD (Figure III.A.4) or an intense source corresponding to a high charge deposition rate (Figure III.A.5). The spectra were constructed by projecting the filtered two-dimensional CCD images onto the spectrometer dispersion axis which is parallel to the length of the CCD detector.
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Figure III.A.4: Comparison between the two analysis algorithms for the case of a low CCD charge deposition rate.

Figure III.A.5: Comparison between the two analysis algorithms for the case of a high CCD charge deposition rate.
It can be seen that for the low CCD charge deposition rate the resulting spectra are very similar. Nevertheless some small differences are visible. For instance, in the spectrum analyzed with the multiple hit algorithm some small additional peaks are observed which correspond probably to cosmic ray events. Slight differences in the noise distribution can also be seen.

In the spectrum corresponding to the high CCD charge deposition rate the comparison shows that the new algorithm surpasses the previous algorithm for multiple hit events.
III.B  CCD image correction in the von Hamos geometry

All x-ray spectra presented in this work were measured by means of the high-resolution von Hamos bent crystal spectrometer of Fribourg [45]. For the detection of the diffracted photons a back-illuminated CCD camera was used. The use of a 2D detector provides the opportunity to perform a detailed investigation of the geometrical effects related to the von Hamos geometry.

The standard analysis of the CCD images involves the definition of a certain Region Of Interest (ROI) which restricts the number of the pixels to be analyzed. This restriction on the photon collection area permits to improve the angular resolution of the spectrometer, but on the other hand leads to a diminution of the integral intensity.

Nonetheless, a proper analysis of the whole CCD image without ROI restriction is possible and also useful since such an analysis can increase significantly the angular resolution and integral intensity of the signal. In this case, however, more sophisticated mathematical methods are required.

III.B-1  Image properties in the von Hamos geometry

In the von Hamos geometry, provided that the x-ray source is monochromatic and the latter as well as the detector are located both on the focal line of the cylindrically bent crystal, the image of a point-source remains a point. In such a configuration the x-ray radiation that reaches the detector propagates along the generatrices of two symmetric oblique circular cones. The directrix of both cones lies on the reflecting crystal. The apex of the first cone is the radiating point, and the apex of the second cone is the point-like image on the CCD. Moving away the source or the CCD from the focal line makes the image to become parabolic.

The image of an extended source can be considered as the sum of images of point-like sources.
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In the standard von Hamos setup the effective x-ray source is defined by a rectangular slit. The intersection of the focal line with the rectangular slit is a point so that the other points of the source are defocused. Thus, the resulting image of the slit on the CCD is no more rectangular but presents a characteristic "banana shape".

In the slit-less operation mode the slit is open widely and the effective source of radiation is the beam spot on the sample. In this case the whole source is out of focus. If the distance of the source from the focal line is large enough then all points of the source produce images with similar parabolic shapes which are slightly shifted with respect to each other. In the slit-less operation mode the image has thus the shape of a broadened parabola.

If the source and the detector are not located in the focal plane, i.e., in the vertical plane containing the focal line, a point-like imaging of a point-source can be retrieved (provided that optical aberrations can be neglected) by moving the crystal along the CRF axis which is perpendicular to the direction of dispersion of the spectrometer. This is not always possible, however, because the range of the CRF axis is limited to 30 mm. Moreover, as it will be shown later, the parabolic shape of the image on the CCD can be useful, especially in the case of GEXRF measurements.

III.B-2 GEXRF related properties

Let us consider the case in which the source point is located on the focal line and the detector is out of focus. Also in such a configuration the x-ray radiation that reaches the detector propagates along the generatrices of two cones. The apex of the first cone is the radiating point and the directrix lies on the reflecting crystal. The second cone is the image of the first one with respect to the plane containing the base of the cone.

Because the detector lies out of focus, the image on the CCD has a parabolic “banana” shape, i.e., the shape of the intersection of a cone section with a plane (detector front surface).

Due to the form of the radiation paths the grazing angle between the radiation direction and the surface of the sample is not uniform along the directrix of the emission cone. The grazing angle is the largest for the Bragg reflections taking place in the central part of the crystal. Reflections at other parts of the crystal correspond to smaller grazing angles.

As a consequence the resulting CCD image represents a certain range of exit angles which vary across the “banana”-like image. A proper analysis of GEXRF images should account for such optical aberrations and be able to determine the correct exit angles.
III.B-3 Applying corrections to a CCD image

Once the method to model the image shape on the CCD is defined, the optimal set of parameters to fit the acquired images can be found. With such a set of parameters the calculation of the Bragg angle, exit angle and projection of the radiation direction on the surface of the sample can be performed for each individual pixel of the CCD image. The way to find the optimal parameters is presented in Appendix E on page 161.

An acquired image can then be represented in different colors as a function of the collected x-ray intensity and, depending on needs, as a function of the Bragg angle (or corresponding x-ray energy), pixel number, exit angle or as a function of the coordinates $x$ and $y$ corresponding to the projection of the radiation direction on the surface of the sample.

In the case of GEXRF angular scans the acquisition is performed for many (from 20 to 200) exit angles. With the $y$ coordinates transformed to exit angles consecutive images can be summed up along the exit angle axis. The results can be presented as a 2D plot of the overall intensity per exit angle or as a 3D image of the GEXRF scan with the third axis corresponding to the energy, projection of the radiation direction, etc. Detailed instructions for the creation of the different GEXRF profiles are presented in Appendix F on page 169.

III.B-4 Calculations of images

Following the notations used in [45, 60] (see also Figure II.A.1 on page 27) we assign the $x$-axis to the dispersion direction of the crystal and the $z$-axis to the focusing direction, the crystal being bent around the $x$-axis in the $y$-$z$ plane.

Let us further define the following geometrical parameters:

$S = (S_x, S_y, S_z)$ the emitting point,

$R = (R_x, R_y, R_z)$ the point of incidence on the crystal,

$\vec{R}$ the x-ray vector incident to the crystal,

$P = (P_x, P_y, P_z)$ the point-like image,

$\vec{P}$ the x-ray vector reflected by the crystal,

$\rho$ the radius of curvature of the crystal,

$\theta_B$ the Bragg angle and

$\Psi$ the angle suspended by the arc of a circle whose length is defined by the points $(R_x, R_y, R_z)$ and $(R_x, R_y, 0)$. 

---
For consistency with the above axes’ definition, we choose a coordinate system \( O \) with its origin located at the position of the slit center and with the \( x \) direction parallel to the translation axis of the detector. However, the slit center may not lie exactly on the focal line of the crystal; moreover, due to mechanical misalignments, the focal line may be slightly tilted with respect to the translation direction of the detector. For these reasons the optical path calculations were performed using the coordinate system \( O' \) in which the \( x' \) axis is collinear with the curvature axis of the reflecting crystal.

Detailed calculations of the coordinates of a point of incidence on the crystal can be found in [60]. The final result has the following form:

\[
R' = \left( S'_x + \sqrt{|BR|^2 \cot^2 \theta_B - |AB|^2}, -\rho \sin(\Psi), \rho \cos(\Psi) \right), \tag{III.B.1}
\]

where \(|BR|\) and \(|AB|\) are functions of \( \rho, \Psi, S'_y \) and \( S'_z \).

The incident ray vector \( \vec{R} \) can be written as:

\[
\vec{R} = \vec{SR}, \tag{III.B.2}
\]

and the reflected ray vector \( \vec{P} \) can be determined as the symmetric vector to \( \vec{R} \) with respect to the crystal normal \( \vec{n} = (0, -\sin(\Psi), \cos(\Psi)) \):

\[
\vec{P} = \vec{R} - 2 \left( \vec{R} \cdot \vec{n} \right) \vec{n} \tag{III.B.3}
\]

The image point is given by the intersection of a line collinear with \( \vec{P} \) and the CCD plane. We can again transform our coordinate system into a system \( O'' \) so that the detector lies in the \( y'' = 0 \) plane. Then the image points can be easily found from a translation of \( R \) by the scaled \( \vec{P} \) vector:

\[
P = R + \alpha \vec{P}, \tag{III.B.4}
\]

where \( R''_y + \alpha \left( \vec{P} \cdot \hat{e}_y'' \right) = 0 \).

If the sample has a flat surface then the exit angle \( \varphi \) of a fluorescence x-ray is given by:

\[
\varphi = \arccos \frac{\vec{n}_S \cdot \vec{R}}{|\vec{R}|}, \tag{III.B.5}
\]

where \( \vec{n}_S \) is the unit vector normal to the sample surface.

The angle \( \vartheta \) between the x-ray radiation direction and the sample surface orientation can be calculated similarly using a vector \( \vec{t}_S \) tangent to the sample surface.

\[
\vartheta = \arccos \frac{\vec{t}_S \cdot \vec{R}}{|\vec{R}|}, \tag{III.B.6}
\]
A dedicated Matlab function was written for the calculation of the von Hamos images. The function manual can be found in Appendix A on page 145.

III.B-5 Angular resolution

To each point on the CCD detector we can attribute a corresponding Bragg angle (thus energy) and exit angle. It should be noted that along the dispersion direction of the crystal the exit angle change is equal to the Bragg angle change as long as the projection of the radiation direction on the sample surface is constant. However, along the focusing direction of the crystal the radiation direction changes resulting in an additional shift of the exit angle.

The are three main factors that can influence the resolution of both the Bragg and exit angles. These are:

- the Darwin width of the diffracting crystal,
- the size of the fluorescence source,
- the CCD pixel’s dimensions.

In the following the above listed contributions will be estimated for the case of the spectrometer of the University of Fribourg [45].

III.B-5.1 Darwin width

The Bragg angle resolution is affected first by the Bragg reflection itself. The parameter that characterises the Bragg reflection angular resolution is the Darwin width. The Darwin widths of the crystals used for this work are presented in Table III.B.1.

<table>
<thead>
<tr>
<th></th>
<th>Si(220)</th>
<th>Ge(220)</th>
<th>SiO_2(1-10)</th>
<th>SiO_2(2-23)</th>
<th>TiAP(001)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma) max</td>
<td>0.006</td>
<td>0.02</td>
<td>0.01</td>
<td>0.001</td>
<td>0.1</td>
</tr>
<tr>
<td>(\pi) max</td>
<td>0.003</td>
<td>0.009</td>
<td>0.007</td>
<td>0.0005</td>
<td>0.09</td>
</tr>
<tr>
<td>(\sigma) min</td>
<td>0.002</td>
<td>0.004</td>
<td>0.002</td>
<td>0.0004</td>
<td>0.04</td>
</tr>
<tr>
<td>(\pi) min</td>
<td>4e^{-6}</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0004</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table III.B.1: Darwin widths in first order of diffraction for the crystals employed in the present study (from [61]). The widths are given for \(\sigma\) and \(\pi\) polarized x-rays and for Bragg angles varying from 25° (label min) to 60° (label max). Quoted values are expressed in degrees.
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III.B-5.2 Size of the fluorescence source

III.B-5.2.1 Horizontal dimension

The influence of the horizontal dimension $d_{X_S}$ of the radiation source to the Bragg and exit angle resolution can be calculated from (III.B.1) and (III.B.4). From the latter one can conclude that horizontally the image is also broadened by $d_{X_S}$. Fortunately in the case of GEXRF measurements the effective horizontal dimension of the source and thus of the image is drastically reduced because it is proportional to the sine of the exit angle. If the GEXRF angular scan is performed up to 2° then the maximum image broadening $d_{X_P}$ is:

$$d_{X_P} = \sin(2^\circ)d_{X_S} \approx 0.03d_{X_S}.$$  

(III.B.7)

The corresponding angular resolution is then:

$$\delta\theta_B = \arctan\frac{2\rho}{2\rho \cot\theta_B + d_{X_P}}.$$  

(III.B.8)

III.B-5.2.2 Vertical dimension

The effect of the vertical extent of the source is more difficult to calculate explicitly. Unfortunately, it is usually more pronounced.

The image of a vertical line consists of a sum of parabolic segments corresponding each to an individual point source. The vertical distance between two parabolic segments is proportional to the distance between the corresponding source points. The image has the characteristic shape of a “banana” with a narrower central part.

For a given vertical position of the point source the resulting resolution can be calculated from the Bragg and exit angle distributions of a calculated image. The resolution is the smallest in the central part of the image and the largest in the upper and lower parts.

III.B-5.2.3 Physical source dimensions

It should be noted that very often it is not possible to determine precisely the dimensions of the fluorescence source. This is mainly due to the fact that the photon or particle beam employed to produce the sample fluorescence has a non uniform intensity distribution. The beam spot size can be estimated by determining the sample region with a fluorescence intensity above a certain threshold.
III.B-5.3 CCD pixel dimensions

Another factor that influences the angular resolution is the spatial resolution of the detector. For a CCD camera the spatial resolution is directly related to the pixel size.

We have used a CCD camera consisting of 20×20 μm pixels. Using equation (III.B.8) one finds that a distance $dX_P = 20 \mu m$ in the dispersion direction corresponds to Bragg (and exit) angle differences which vary from 0.0001° up to 0.002° for Bragg angles ranging from 25° to 60°.

In the focusing direction the change of the Bragg angle is proportional to the curvature of the “banana” shape and found to be rather small.

Finally, the change of the exit angle, in turn, depends on the vertical extent of the image. The overall variation range of the exit angles extends from 0.3° to 0.4°. For an image height corresponding to 200 pixels this results in an exit angle resolution of $\sim 0.002°$. 
III.C  Geometrical optics approach to GEXRF and GIXRF

Below a Geometrical Optics (GO) based ray tracing algorithm will be presented. For clarity we will describe the problem for the case of GIXRF. However, knowing that GEXRF is a reciprocal method the argumentation is also valid for the later case.

III.C-1  Standing waves

A very elegant and widely used way of interpreting the GIXRF measurements of, for example, nanoparticles on surfaces consists to calculate the XSW field resulting from the interference between the incident beam and the part of the beam which is subject to external total-reflection. The change of the incident angle modifies the XSW field, \textit{i.e.}, the radiation intensity exciting the surface particles, yielding changes in the x-ray fluorescence signal. However, the XSW based theory treats the particles as a small perturbation, which is only valid if absorption and interference effects caused by the particles can be neglected \cite{27}. This requires small particle dimensions and large distances between them. For wide and densely distributed structures the XSW approximation is likely to fail.

Alternatively, provided the wavelength of the exciting radiation is much smaller than the size of the structures, the concept of GO can be used. Here, a GO-based ray tracing approach taking into account reflection, refraction, and absorption effects is considered. Assuming the optical path differences between different rays to be shorter than a predefined coherence length, the interference of different rays at a given point can be taken into consideration by simply summing the amplitudes of the corresponding waves. In the geometrical optics approach the XSW method can be seen as a limiting case of very small and sparsely distributed particles where absorption and multiple reflections inside the particles are negligible.
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III.C-2 Intermediate morphology

The transition of the x-ray fluorescence emission from a particle-like to a layer-like morphology is still not fully understood. In literature such samples with an intermediate morphology are treated as layer-like structures with the roughness introduced as a small perturbation of the interface potential (Nevot-Croce model) [33], as a stack of layers with reduced average densities [41], or as a composition of layers of different thicknesses [44]. These crude models, however, cannot be used for surfaces characterized by large roughnesses and/or highly correlated height distributions [37], or for grainy structures for which the incident x-ray radiation passes through several successive grains [44]. For these sample systems the well-established XSW approach will yield reliable results only in very specific cases, e.g., surface depositions with low-Z elements of neglectable absorption.

III.C-3 Ray tracing

For x-rays with an energy above about 2 keV, the wavelength is smaller than the dimensions of the investigated structures. Thus, the incident x-ray beam can be treated in a purely geometric approach, i.e., the geometrical optics ray tracing method. In general, the latter describes very well the effects of reflection, refraction, transmission and absorption. In this work a 2D reverse ray tracing approach was developed which tracks the full evolution of plane waves from their source to the point, where they are absorbed. For nanoscaled structures, where absorption in the detection channel has a negligible small effect, the number of detected fluorescence photons is directly proportional to the number of absorptions taking place in the sample. Therefore, in order to get the final radiation intensity, one has to consider all the possible ray paths between the source and a given absorption point, taking into account the interferences of the different rays. This is, however, a very complex and hardly solvable problem.

To significantly reduce the free parameters, two assumptions were made:

1. the exciting beam is perfectly parallel;
2. the on-surface objects have only horizontal and vertical interfaces.

With these assumptions, for any given incident radiation direction, the refraction into the structure can be realized only on a horizontal or a vertical interface. Of course, the direction of a ray passing through the vacuum between two vertical interfaces of neighboring structure elements does not change.

In a 2D coordinate system, where the axis $x$ lies in the plane of the substrate surface and the axis $y$ is perpendicular to that interface, reflections at the horizontal interfaces
change only the $y$-component of the wave vector, the length of the latter remaining unchanged.

Reflections at vertical interfaces can be neglected as in the x-ray regime the reflectivity quickly goes to zero for large angles of incidence. Thus, provided that a structure has a constant height, only four final ray path directions have to be considered: two ray path directions (up and down) for incident radiation reaching the structure from horizontal interfaces, and two ray path directions (up and down) for incident radiation reaching the structure from vertical interfaces. However, due to multiple reflections in the structure elements, the actual number of x-ray paths is usually much higher than four. Actually, as shown in Figure III.C.1, a fluorescence point can be reached by the incoming radiation after 0, 1, 2, etc., reflections at the horizontal interfaces of the structure elements.

If structure elements differ in height then the number of ray path directions that should be considered grows but still can be limited to a tractable number.

In order to obtain an information on the whole sample, the ray tracing should be performed for as many absorption points as needed.

For the purpose of this work a dedicated Matlab program has been written (see Appendix D on page 155) that computes GEXRF/GIXRF intensities for rectangular islands on a flat support.

### III.C-3.1 Roughness model

The effects of the surface roughness can significantly change the GIXRF/GEXRF signal [33, 35–37, 41, 42, 44, 62]. Thus, it is of paramount importance to introduce a roughness model into the ray tracing method.
It this work a very simple roughness model was used. Keeping in mind the above stated assumption about the structures’ interfaces that should be either horizontal or vertical, the roughness can be introduced as a simple height variation $h(x)$ of the structure with a standard deviation $\sigma_h$ corresponding to the rms of the roughness.

It should be noted that this model ignores the effects of the scattering of the radiation at the interface.

**III.C-3.2 Reverse ray tracing algorithm**

Let us consider an absorption point of coordinates $[X, Y]$ located in an island of length $l$, variable height $h(x)$ and distant by $d$ from the previous neighboring island.

The incident radiation can be characterize by the following ray vector $\vec{k}$:

$$\vec{k} = (k_x, -k_y) = k (\cos \varphi, \sin \varphi), \quad (\text{III.C.1})$$

where $k$ is the radiation wave number and $\varphi$ the angle of incidence. The wave vector $\vec{k}'$ of the radiation refracted into the structure can be described as follows – if the radiation reaches the vertical interface:

$$\vec{k}' = \left(\sqrt{(nk)^2 - k_y^2}, -k_y\right), \quad (\text{III.C.2})$$

or, if the radiation reaches the horizontal interface:

$$\vec{k}' = \left(k_x, -\sqrt{(nk)^2 - k_x^2}\right), \quad (\text{III.C.3})$$

where $n$ stands for the refraction index for x-rays of the structure material.

If the height of the structure elements varies then the ray vectors resulting from the following recursive equations are taken into consideration (see Figure III.C.2):

$$\begin{align*}
\vec{k}'_0 &= \left(\sqrt{(nk)^2 - k_y^2}, -k_y\right), \\
\vec{k}'_{i+1} &= \left(\sqrt{k^2 - k_{iy}'^2}, -\sqrt{(nk)^2 - k^2 + k_{iy}'^2}\right), \quad (\text{III.C.4}) \\
\vec{k}'_{i-1} &= \left(\sqrt{(nk)^2 - k^2 + k_{ix}'^2}, -\sqrt{k^2 - k_{ix}'^2}\right).
\end{align*}$$

It should be noted that the $\vec{k}'_0$ and $\vec{k}'_1$ values given by the equations (III.C.2) and (III.C.3) can be retrieved from the first and second ($i = 0$) equations (III.C.4).

For a given wave vector $\vec{k}'$ the ray paths with the following final wave vector components have to be considered: $(k'_x, k'_y)$ and $(k'_x, -k'_y)$.
The incident angle of the refracted radiation is given by:

$$\theta = \arctan \frac{\Re k'_y}{\Re k'_x},$$  \hspace{1cm} \text{(III.C.5)}

where \( \Re z = \frac{1}{2}(z + \bar{z}) \) stands for the real part of the complex number \( z \). The lateral distance between the absorption point and the last reflection on the top interface of a structure can be written as:

$$\zeta_0 = \begin{cases} (h_1 + Y) \cot \theta & \text{for } k'_y > 0 \\ (h_1 - Y) \cot \theta & \text{for } k'_y < 0 \end{cases}$$  \hspace{1cm} \text{(III.C.6)}

whereas for the ray paths where a higher number of reflections occur the distance between two consecutive reflections on the top interface of the structure element is given by:

$$\zeta_i = (h_{i-1} + h_i) \cot \theta,$$  \hspace{1cm} \text{(III.C.7)}

where \( h_i \) is the island’s height at the \( i^{th} \) top interface reflection.

The maximal number \( N \) of top interface reflections in a structure element is:

$$N = \max \left\{ \tilde{N} \in \mathbb{N} : \sum_{i=1}^{\tilde{N}} \zeta_i \leq l - X \right\}.$$  \hspace{1cm} \text{(III.C.8)}

A longer ray path, entering the structure element by a vertical interface, covers an additional distance \( \chi \):

$$\chi = l - X - \sum_{i=1}^{N} \zeta_i,$$  \hspace{1cm} \text{(III.C.9)}

and enters the structure element at the height \( y_i \):

$$y_i = |h_N - \chi \tan \theta|.$$  \hspace{1cm} \text{(III.C.10)}
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At the vacuum side of the vertical interface the wave vector $\vec{k}''$ of the ray path has the following form:

$$\vec{k}'' = \left( \sqrt{k^2 - k_y''^2}, k_y'' \right),$$  \hspace{1cm} (III.C.11)

The ray path crosses the vertical interface of the consecutive element at the height of:

$$y_0 = y_l + \text{sgn}(\chi \tan \theta - h_N) \cdot d \cdot \Re \frac{k_y''}{\Re k_x''}.$$  \hspace{1cm} (III.C.12)

If the following condition is fulfilled:

$$y_0 < h,$$  \hspace{1cm} (III.C.13)

the ray tracing procedure can be repeated for coordinates relative to the next element starting at the point $[0, y_0]$.

If the condition (III.C.13) is not fulfilled and $k_y'' > 0$, then the ray tracing procedure can be repeated for the ray vector $\vec{k}_{i+1}''$ and coordinates relative to the next element starting at the point $[\Re k_x''(y_l - h) - d, y_0]$ provided that:

$$-l < \Re \frac{k_x''}{\Re k_y''}(y_l - h) - d < 0.$$  \hspace{1cm} (III.C.14)

For the ray vectors $\vec{k}_{i>0}$ also the rays refracted at the top interface should be checked for the condition (III.C.13) with $y_0$ defined as follows:

$$y_0 = h_j + (d + l - x_j) \Re \frac{k_y'^*}{\Re k_x'^*},$$  \hspace{1cm} (III.C.15)

where $[h_j, x_j]$ are the coordinates of the refraction point and $\vec{k}^*$ is the wave vector at the vacuum side of the horizontal interface:

$$\vec{k}^* = \left( k_x^*, -\sqrt{k^2 - k_y'^*} \right).$$  \hspace{1cm} (III.C.16)

If the condition (III.C.13) is fulfilled the ray tracing procedure can be continued for the wave vector $\vec{k}_{i-1}$ and the coordinates relative to the next element starting at the point $[0, y_0]$.

If the condition (III.C.13) is not fulfilled and if the wave vector of the considered ray path after the first refraction has the form (III.C.3) or (III.C.2), then the resulting radiation amplitude evolution is calculated and added to the radiation intensity at the absorption point.
The amplitude evolution $E$ across the ray path follows the wave equation:

$$E = E_0 \prod_{j,k,l} r_k t_l \exp\left\{-i\Delta x_j \left( k_{jx} + \frac{\Re k_{jy}}{-\Re k_{jx}} \right)\right\}, \quad (\text{III.C.17})$$

where $E_0$ is the initial amplitude, $\Delta x_j$ is the lateral distance between consecutive top interface reflections and/or refractions on vertical interfaces (e.g. $\zeta$ and $\chi$), $(k_{jx}, k_{jy})$ is the wave vector at the distance $\Delta x_j$, and $r_k$ and $t_l$ stand respectively for the reflection and transmission coefficients for all reflections and transmissions encountered in the ray path.

The ray tracing procedure is stopped whenever the ray path amplitude calculated with (III.C.17) becomes smaller than a previously chosen threshold. The number of wave vectors $k_i$ to consider should also be limited to a reasonable number.

### III.C-3.3 Optical paths coherence

For the interference effects to occur the interfering optical paths need to be coherent. This implies that the length difference between the optical paths should be within the radiation coherence length $\xi$.

In case of GIXRF the coherence length depends on the radiation source parameters and can reach up to several microns for third generation synchrotron radiation sources [63]. For the case of GEXRF the coherence length is related to a life time of a fluorescent state $\tau$ by relation:

$$\xi = \tau c. \quad (\text{III.C.18})$$

The resulted intensity $I$ can be calculated with the following integral:

$$I = \int dx \left| \sum_i E_i C_\xi(x - L_i) \right|^2, \quad (\text{III.C.19})$$

where $E_i$ is the electric field of the ray path $i$ at the absorption point, $C_\xi(x)$ is the coherence correlation function characterized by the coherence length $\xi$ and $L_i$ is the length of the optical path $i$.

In the above equation only the amplitudes of the ray paths which have some degree of coherence, i.e., $C_\xi(L_i - L_j) \neq 0$, are taken into consideration in the sum. If the length difference between the optical paths is too high, i.e., $C_\xi(L_i - L_j) = 0$, only the sum of the squared amplitudes is performed $I = \sum_i |E_i|^2$

### III.C-3.4 Multi structures

So far we have only considered structures made of a single element and of constant height (if we neglect the roughness). Nevertheless, a similar methodology can be applied to multi structures, i.e., structures made of several elements and having different...
heights. Obviously, by increasing the complexity of the investigated structure, the difficulty of the related mathematical problem increases, too.

If the same procedure as the one presented in the previous section is repeated, one sees that the number of possible ray vectors reaching the detector increases drastically with the number of elements contained in the structure. This is primarily due to the fact that a ray passing through the vacuum between two islands made of different elements does not preserve its direction. A second reason is the deflection undergone by the ray path when passing from a top to a side interface and vice versa.

As a consequence, the number of optical paths to consider would be much more than four, remaining, however, a finite number.
III.D  **Effective flux of incidence radiation**

In the case of granular structures a part of the incident radiation might be reflected on the substrate surface without reaching the on-surface objects. As a consequence, a part of the incoming beam intensity does not contribute to the fluorescence production of the structure of interest. Moreover, the relative intensity of this inactive beam part changes as a function of the grazing incidence angle. In order to properly calculate the angular evolution of the fluorescence intensity for a granular structure the beam flux $\Phi$ has therefore to be corrected.

### III.D-1 Effective flux calculation

The incident radiation can be divided into three parts (see Figure III.D.1):

I  the radiation reaching the structure elements directly,

II  the radiation reaching the structure after a reflection and

---

**Figure III.D.1:** Illustration of the effective flux for an on-surface structure of evenly distributed squares and an incidence angle $\varphi$ of the incoming radiation.
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III the radiation which never reaches the structure.

The effective flux $\Phi_{\text{eff}}$ that should be considered can be given with the ratio $\sigma$:

$$\Phi_{\text{eff}} = \sigma \cdot \Phi = \frac{I + II}{I + II + III} \Phi.$$  \hfill (III.D.1)

The calculation of $\Phi_{\text{eff}}$ requires the knowledge of the distribution and dimensions of the on-surface objects and in most cases it cannot be obtained from a simple formula. Still, the general rule is that $\sigma$ is equal to the covering rate $R$ of the structure if the radiation is perpendicular to the surface and reaches the limit value of 1 for very shallow angles.

As an example let us consider a 2D structure consisting of evenly distributed squares with a side length $a$, the distance between two consecutive squares being $D$ (see Figure III.D.1 and Figure III.D.2). For the radiation perpendicular to the surface $\sigma$ is equal to the covering rate of the structure, \textit{i.e.}, $R = \frac{a}{D}$. For smaller incidence angles, $\sigma$ can be derived from the following formula:

$$\sigma = \begin{cases} R(1 + 2 \cot \varphi) & \text{if } \varphi > \arctan \frac{D-a}{2a} \\ 1 & \text{else.} \end{cases}$$  \hfill (III.D.2)

For a well characterized structure $\sigma$ is calculated using the structure parameters obtained from SEM or AFM images.

III.D-2 GEXRF and GIXRF comparison

In the case of GEXRF the incident angle of the incoming beam is large and the sample is rotated only over a narrow angular range during the measurement. Thus the change
of the cross section corresponding to the intersection of the incident radiation with the

on-surface structure is negligible, the cross section being proportional to $\cot \varphi$ (III.D.2).

For GIXRF the situation is drastically different since the sample is irradiated by
the incoming beam under very small angles. In this case, the change of the effective
flux of the incidence radiation and consequently the one of the fluorescence intensity
may be huge, even within a single angular scan. Corrections for the effective flux are
thus mandatory for a correct interpretation of GIXRF angular scans.

III.D-3 Buried structures

Above considerations about effective flux corrections are also applicable to structures
buried in a substrate, e.g., to depth profile measurements of impurities implanted in
wafers. However, in this case the corrections should be applied to the refracted beam.
Chapter IV

Results and Discussion
IV.A  Periodic structures

IV.A-1  Cr pads

The Cr pads (see Subsection II.C-2.1 on page 52) were measured with the GIXRF technique (see Sub-chapter II.B on page 43). The structures were specially designed in order to minimize the normalisation for geometrical effects. Thus the correction for the effective flux (see Sub-chapter III.D on page 87) was not necessary. Additionally, in order to facilitate the intensity normalisation for the effective solid angle of detection, the samples were mounted in such a way that the lines on which the Cr pads were deposited were along the beam footprint.

The results of the measurements have been already published in [25, 54]. For illustration, some results are plotted in Figure IV.A.1. It can be seen that the measured profiles present clear particle-like characteristics.

Because the chromium pads structure was designed with a lift-off technology, all the structure morphology parameters needed for simulations were taken directly from

![Figure IV.A.1: GIXRF profiles of Cr pads. The intensity scale is normalized in such a way that for large incident angles the intensity corresponds to the pads height.](image)
the sample specification. The performed SEM images (see Figure II.C.2 on page 52) confirm this approach.

**IV.A-1.1 XSW simulation**

As it can be seen from Figure IV.A.2.a the XSW simulation only roughly reproduces the measurement. The simulation exhibits a faster intensity growth at shallow incident angles when compared to the measurement. Moreover, the predicted pronounced interference fringes are not present in the acquired data. Only the critical angle position and the average intensity in the particle like region are reproduced.

In [54] an adapted quantification procedure is presented that deals with extended lateral dimensions of the pads. This procedure results in an integral modification factor for the XSW intensity changing with the height and length of the pads. This factor is then applied to the easily calculable undisturbed XSW above the support surface.

Figure IV.A.2: Simulations of the GIXRF profiles of the 50 nm Cr pads: (a) XSW simulation, (b) single island GO ray tracing simulation, (c) GO ray tracing over the full structure with no surface roughness (c) GO ray tracing over the full structure comprising the surface roughness.
in order to describe the effective excitation intensity within the pads. The difference between the initially calculated XSW intensity and the modified value ranges from 15% to 25%. However, it seems that there is no good agreement between the proposed calculations and the measurements.

### IV.A-1.2 GO simulations

The GO ray tracing simulations were performed for three different configurations – for a single (or well separated) pad, for an ideal pattern of pads with no roughness, and for the pattern of pads with an introduced surface roughness.

The GO simulation of a single pad (Figure IV.A.2.b) does not yield a much better profile than the XSW field approach. However, it shows a slightly better match around the critical angle because attenuation effects were accounted for.

The GO simulation that considers the full pads pattern (Figure IV.A.2.c) fits the data far better. As an effect of consecutive pads shadowing, the intensity growth at shallow angles is well reproduced. Also the intensity decrease around the critical angle is very close to the measured one.

After introducing an additional pad’s surface roughness of 5 nm rms the interference fringes smear out (see Figure IV.A.2.d). As a result, a GO simulation is obtained that very well represents the measured data. In comparison to currently used models (i.e. XSW simulations) the agreement is excellent.

### IV.A-2 Cr stripes

The sample with Cr stripes (see Subsection II.C-2.2 on page 52) was studied with both GEXRF and GIXRF techniques. Measurements at different angles $\vartheta$ of the sample surface orientation allowed for the investigation of the GEXRF/GIXRF profiles of different periodicities $p$ corresponding to $p_0/\sin\vartheta$.

For $\vartheta = 0$ the GEXRF/GIXRF spectra exhibit layer-like profiles of a 10 nm Cr layer (see Figure IV.A.3.a) corresponding to the nominal thickness of the structure. Increasing $\vartheta$, a characteristic peak corresponding to particle-like profiles becomes visible at $\varphi_c$ of the support (see Figure IV.A.4 on page 97). When recording the GIXRF spectra for higher $\vartheta$, in addition to those two main features, a modulation above the critical angle of external total reflection of the substrate can be observed. The frequency of this modulation decreases with the sine of the tilt angle $\vartheta$ (see Figure IV.A.3.b, c and d).
Figure IV.A.3: GEXRF and GIXRF angular profiles of the Cr stripes sample. The grazing angles are normalized to the critical angle of the silica support $\varphi_{Si}$, and the intensity is normalized to one for large angles.
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IV.A-2.1 XSW field calculations

XSW field intensities were calculated for the incident photon energy of 7 keV using the IMD software package [64]. Two different components were considered: the layer-like contribution, namely a 10 nm thick chromium layer on a Si bulk, and the particle-like contribution, which was obtained from the calculation of the XSW above a flat Si substrate and successive integration over the first 10 nm. The idea was to simulate the excitation intensity of the chromium structures by a simple linear combination of those two XSW contributions.

If the sample is excited along the lines ($\vartheta = 0^\circ$), two distinct interactions between the sample and the incident beam can take place: either the beam impinges onto the Cr bars – then the interaction is that of a closed Cr layer, or the beam hits the Si substrate – then above the Si substrate the usual undisturbed XSW emerges along the beam propagation direction. Without any component of the lines sidewalls being orthogonal to this direction there is no significant interaction with chromium. Thus, in the angle dependent Cr signal only the contribution of a 10 nm layer is to be expected.

For all tilt angles $\vartheta \neq 0^\circ$ there is a component of the Cr sidewalls that will interact with the XSW which forms above the Si surface. This will result in an additional angular dependence which corresponds to the signal of a thin, non-absorbing layer [4] respectively that of an particle deposited on a Si substrate.

In figure IV.A.4 the recorded GIXRF spectra for tilt angles $\vartheta$ from $0^\circ$ to $8^\circ$ are shown and compared to the two distinct XSW contributions. It is evident that this
simple superposition of the two contributions leads to very satisfying results for these values for $\vartheta$.

There is however a difference between the maximum position of the measured layer-like signal which could be overcome by assuming a thicker layer. This contradicts the particle-like signal, where a better fit could be achieved by assuming smaller particles, because the measured curve appears to be ‘sharper’ than the calculated one with a maximum shifted slightly to higher angles. In Figure IV.A.5.c a XSW simulation is presented where the 2 nm non-absorbing layer and the 10 nm absorbing layer were taken correspondingly as particle-like and layer like components. The resulting simulations quite well represent the measured GIXRF profiles, though no intensity modulations above $\varphi_{Si}$ are visible.

IV.A-2.2 GO calculations

Owing to simple geometrical properties of the chromium lines sample (constant height and only horizontal and vertical interfaces), a limited number of ray paths is required for the calculations. Indeed, for a given incident radiation direction, the refraction into the chromium structure can be realized only in two manners – on the horizontal or the vertical interface. Thus, at a given fluorescence spot we can consider only four final ray path directions: two ray path directions (up and down) for incident radiation reaching the structure from the horizontal interfaces, and two ray path directions (up and down) for incident radiation reaching the structure from the vertical interfaces. Consecutive ray paths arise due to the multiple reflections on horizontal interfaces of chromium lines – a given fluorescence point can be reached after 0, 1, 2, etc. reflections.

For excitation along the lines ($\vartheta = 0$) the ray tracing procedure is performed only for reflections on horizontal interfaces, thus the obtained result is equivalent to that of a closed Cr layer. For all the other tilt angles ($\vartheta \neq 0$) the computations were performed as for a sample with the chromium lines of a width $l = l_0/\sin \vartheta$ and periodicity $p = p_0/\sin \vartheta$.

The GO ray tracing reproduce both the particle-like and layer-like parts of the spectra (see Figure IV.A.5.b). In addition, the clearly visible structures above the critical angle of external total reflection at the substrate can be attributed to the modulations in the measured spectra.

IV.A-2.3 Intensity modulation

The positions of the intensity modulation maxima visible in the measured spectra and in the GO simulations can be calculated as the incident angle for which the number of possible ray paths is significantly higher than for other angles. Such a situation
Figure IV.A.5: Comparison between the experimental GIXRF fluorescence intensity measured at an incident beam energy of 7 keV and the calculated excitation intensities according to the XSW and GO approaches. (a) Raw GIXRF angular profiles of Cr stripes; (b) GIXRF angular profiles of Cr stripes corrected for the effective flux of incident radiation; (c) XSW simulation as a linear combinations of 10 nm layer-like and 2 nm particle-like profiles; (d) GO ray tracing simulation. Colored eye guides in (b) and (c) stand for calculated intensity modulations positions corresponding to inscribed indexes. Black vertical lines represent the positions of $\varphi_{Si}$ and $\varphi_{Cr}$ critical angles.
can happen if multiple reflections can take place in a periodic structure (see Subsection I-3.3.2 on page 23).

Equation (I.13) on page 23 gives the necessary condition for the intensity maxima to occur. Using (I.14) and substituting $p$ with $p_0/\sin \theta$ we can write this condition as follows:

$$\varphi_M = \arccos \left\{ n_{Cr} \cos \left[ \arctan \frac{M h \sin \theta}{p_0} \right] \right\}, \quad M \in \mathbb{Q}_+.$$  \hspace{1cm} (IV.A.1)

Thus the oscillations positions can be calculated directly from the refractive index $n_{Cr}$, height $h$ and period $p_0$ of the Cr structure, and the angle of surface orientation $\theta$. Though, as seen in the presented measured data and the GO simulations not all of the calculated maxima positions are visible (see Figure IV.A.5.b and d and Figure IV.A.6). This can be attributed to more complicated interference effects. Nevertheless, for the GEXRF and GIXRF measurements the modulations with the same indexes $M$ are observed. This is not the case, however, for the GO calculations for which the noticeable modulations, thought present, do not correspond to the measurement.

As already stated, in the measured spectra the oscillations are clearly visible. However, in order to completely reproduce their positions from (IV.A.1) an additional attenuation factor $\beta'$ had to be introduced in the expression for the refractive index:

$$\tilde{n} = n + i\beta'.$$  \hspace{1cm} (IV.A.2)

The factor $\beta'$ was found to be $5 \cdot 10^{-6}$ both for GIXRF and GEXRF measurements. We attribute this additional component to the radiation scattering on the rough interfaces of the structure.

The final refractive indexes used for the calculation were:

\[
\begin{array}{lll}
\tilde{n}(7 \text{keV}) &= 1 + 2.6956 \cdot 10^{-5} - i(3.5512 \cdot 10^{-6} + 5 \cdot 10^{-6}) \\
\tilde{n}(\text{Cr K}\alpha) &= 1 + 4.2655 \cdot 10^{-5} - i(1.0775 \cdot 10^{-6} + 5 \cdot 10^{-6})
\end{array}
\]

The values for $\delta$ and $\beta$ were taken from [3].

**IV.A-2.4 Effective flux correction**

Due to the simple sample geometry the calculation of the effective flux correction (see Subchapter III.D on page 87) can be done explicitly. For a striped structure of height $h$, length $l$ and period $p$ the structure cross-section can be calculated in the following way. The radiation reaching the structure at the top interface is equal to $l/p$ of the total flux impinging on the sample. The radiation directly reaching the structure at
Figure IV.A.6: GEXRF profiles of the sample with Cr stripes. Eye guides stand for the calculated intensity modulations positions corresponding to inscribed indexes. Black vertical lines represent the $\varphi_c(Si)$ ans $\varphi_c(Cr)$ positions.

the side interface makes $h \cot(\varphi)/p$ of the total flux. Exactly the same fraction makes the radiation reaching the structure after reflection on the support. Thus, taking into account that with $\vartheta$ the effective structure length and the period should be scaled with $1/\sin \vartheta$, the structure cross-section can be given by the following formula:

$$\sigma = \begin{cases} 
\frac{(l_0/\sin \vartheta + 2h \cot \varphi)}{p_0/\sin \vartheta} & \text{if } \varphi > \arctan \frac{p_0 - l_0}{2h \sin \vartheta} \\
1 & \text{else.}
\end{cases}$$

(IV.A.3)

As can be seen in Figure IV.A.5 on page 99 the effective flux correction significantly changes the GIXRF profiles. Most noticeable is the reduction of the particle-like region of the spectra. Also the slope of the spectra above the $\varphi_{Cr}$ corresponds better to the one of GO calculations.

IV.A-3 Cr trapezoidal prisms

The sample (see Subsection II.C-2.3 on page 53) was measured only with the GEXRF technique. The measurements were performed for various positions of the beam spot on the structure in order to investigate the variation of the GEXRF profiles as a function of the prism width while keeping the structure period fixed. All the measurements were performed for the same sample surface orientation for which the detected radiation propagates across trapezoidal prisms.
The results presented in the left panel of Figure IV.A.7 demonstrate a strong dependence of the GEXRF profiles on the prism width.

The most visible changes concern the region in between the critical angle of the support $\varphi_{Si}$ and of the structure $\varphi_{Cr}$ material. At $\varphi_{Si}$ a peak characteristic for particle-like profiles appears. Around $\varphi_{Cr}$ the intensity increases creating a characteristic intensity valley between critical angles. The depth of the valley decreases with the prism width. For wide prisms the particle-like peak is not visible; however the GEXRF intensity below $\varphi_{Cr}$ is still increased with respect to the calculated layer-like profile.

Effects of multiple reflections (see Subsection I-3.3.2 on page 23) can also be seen. The blue lines in Figure IV.A.7 represent positions of the modulations calculated with the modified refractive index $\tilde{n} = n + i\beta'$ as defined in Subsection IV.A-2.3 on page 98. Interestingly, the intensity modulations with the same indexes $M$ are visible as for the sample with Cr stripes.

**IV.A-3.1 GO ray tracing simulations**

The GEXRF spectra were simulated with the ray tracing method as described in Subchapter III.C on page 79. Similarly as for the Cr stripes (see Subsection IV.A-2.2 on page 98) the simple geometry of the trapezoidal prisms structure facilitates the calculations. The number of ray paths directions required for the calculations is limited only to rays leaving the structure from the horizontal and vertical interfaces. In order to better represent the measurement the simulations were performed with an additional parameter of the surface rms roughness (see Subsection III.C-3.1 on page 81) of 1 nm. The results of the simulations are presented in the right panel of Figure IV.A.7.

Even though the GO simulations do not reproduce precisely the measured data the main trends are correctly represented. We can observe a very similar evolution of the intensity valley between the critical angles of total reflection $\varphi_{Si}$ ans $\varphi_{Cr}$. The variation of the intensity modulations due to multiple reflections is also similar.

For wider prisms the simulations most significantly differ from the measurements around $\varphi_{Cr}$. This difference can be attributed to the limited optical paths coherence (see Subsection III.C-3.3 on page 85) that has not been considered in the present simulations.

The simulated intensity evolution below $\varphi_{Si}$ does not coincide with the measurement neither. The sharp peak around $0.5^\circ$ is a computation accuracy artefact and has no physical meaning. However, the effect of consecutive prism shadowing is not well represented because the particle-like peak maximum position is shifted to lower exit angles being closer to the one for a fully particle-like structure. This might be due to the non negligible surface roughness that suppresses the coherent x-ray reflection and that could result in the sharpening of the particle-like structure in the measured signal.
IV.A Periodic structures

Figure IV.A.7: GEXRF profiles of the sample with Cr trapezoidal prisms. GO calculations performed including 1 nm rms roughness are shown in the right panel. The fluorescence intensity is normalised and scaled to the prism width. Black dashed line: calculated profile of a 10.7 nm Cr layer scaled to the intensity of a 10.6 µm wide prism. Black solid line: calculated profile of a 10.7 nm Cr particle scaled to the intensity of a 2 µm wide prism. Vertical lines correspond to the following: blue – intensity modulations positions corresponding to labeled indexes calculated with the modified refractive index (see text); black – critical angles for Si and Cr.
IV. Results and Discussion

IV.A-4 Samples with plane symmetries

Samples with plane symmetries (described in Subsection II.C-2.4 on page 53 and Subsection II.C-2.5 on page 54) were measured with the GEXRF technique at ESRF and SLS. All samples were installed on the piezo target holder (see Subsection II.A-2.2 on page 33) to allow measurements for different angles $\vartheta$ of the sample surface orientation. Special attention was paid to align the chips of the investigated structures in the center of the rotor.

IV.A-4.1 Cr disc samples

The results of the Cr discs GEXRF measurements are presented in Figure IV.A.8. For all the samples the GEXRF profiles differ noticeably for different $\vartheta$ values. The most pronounced changes are visible around $\varphi_{\text{Cr}}$ and above. These differences are caused by positions of the intensity modulations (see Subsection I-3.3.2 on page 23) which change with the structure periodicity along the direction imposed by the sample surface orientation.

IV.A-4.2 Co/Ni discs sample

In Figure IV.A.9 on page 106 the GEXRF profiles of the Co/Ni disc structures detected for both the Co and Ni K$\alpha$ lines are presented. The comparison of the GEXRF calculations with the signal from the Co/Ni bilayer confirm the sample fabrication parameters i.e. a 3 nm Co layer superposed on a 3 nm Ni layer.

Cobalt and nickel have very similar refractive indexes for both the Co and Ni K$\alpha$ fluorescence lines (see Table IV.A.1). Thus, the refraction and reflection phenomena on their interfaces are very small and can be neglected. Simplifying, the Co and Ni GEXRF signals from Co/Ni discs can be regarded as the signals from the top and the bottom parts of an optically uniform disc.

\[
\begin{array}{c|cc}
\text{Co K}\alpha & n_{\text{Co}} & n_{\text{Ni}} \\
\hline
\delta & 1 + 2.6639 \cdot 10^{-5} - i \cdot 5.6724 \cdot 10^{-7} & 1 + 2.9329 \cdot 10^{-5} - i \cdot 6.7736 \cdot 10^{-7} \\
\beta & 1 + 3.2504 \cdot 10^{-5} - i \cdot 7.5241 \cdot 10^{-7} & 1 + 3.4715 \cdot 10^{-5} - i \cdot 9.0584 \cdot 10^{-7} \\
\text{Ni K}\alpha & n_{\text{Co}} & n_{\text{Ni}} \\
\hline
\end{array}
\]

Table IV.A.1: Comparison of $n_{\text{Co}}$ and $n_{\text{Ni}}$ refractive indexes for energies corresponding to Co K$\alpha$ (6.93 keV) and Ni K$\alpha$ (7.48 keV) fluorescence lines.
Figure IV.A.8: GEXRF profiles of different p4m Cr disc patterns.
Figure IV.A.9: Co Kα (left panel) and Ni Kα (right panel) GEXRF profiles of the Co/Ni disk pattern (blue and violet lines). The corresponding experimental (black lines) and theoretical (red lines) GEXRF profiles of a calibration sample consisting of a Co/Ni bilayer (thickness of 3 nm for each layer) are also depicted.

Looking at these GEXRF profiles one can see that relatively to critical angles of the support (\(\psi_{Si}\)) and discs materials (\(\psi_{Co}\) and \(\psi_{Ni}\)) the first intensity peak appears at a different position. In fact, the Co profile exhibits an intensity growth at \(\psi_{Si}\) which correspond to a particle-like signal and the Ni profile at \(\psi_{Co}/\psi_{Ni}\) which can be attributed to intensity modulations caused by multiple reflections. From that we can draw a conclusion that the particle-like part of the signal is created only by the top part of the disc structure, whereas the multiple reflections in the structure are more likely to happen for the bottom part. For the Ni Kα signal we can see similar changes of the intensity modulation at \(\psi_{Co}/\psi_{Ni}\) as for the Cr discs structures at \(\psi_{Cr}\) (see Figure IV.A.8).
IV.B    Evenly distributed structures

IV.B-1    NaCl nanostructures

The NaCl structures were investigated with the GIXRF technique. The obtained results for the NPRA0053 sample (see Subsection II.C-1.2 on page 51) are presented in Figure IV.B.1.

In order to obtain the particle size and size distribution of the NaCl nanoparticles SEM images (see Figure II.C.1 on page 51) of the sample were evaluated. Although these SEM images do not give explicit information on the structures height, the height of the particles was assumed to be equal to the square root of the area occupied by the individual particles. Such an assumption is justified assuming the uniform growth of the NaCl nanocrystals in all three dimensions – length, width and height.

Figure IV.B.1: GIXRF profile of the NPRA0053 sample with NaCl nanostructures measured with an incident beam energy of 1260 eV. Left: normalized GIXRF intensity (blue squares) together with the XSW (red line) and GO (green line) simulations. Right: Subsequent steps of intensity normalization – incident radiation power (red squares), solid angle of detection (dark blue circles), effective flux (light blue squares).
To properly analyze the data an appropriate normalization of the GIXRF intensity was necessary. In the right graph of Figure IV.B.1 the three consecutive normalisation steps are presented:

- normalisation for the incident radiation power,
- normalisation for the solid angle of detection (see Sub-chapter II.B on page 43),
- normalisation for the effective flux (see Sub-chapter III.D on page 87) calculated from the particle size distribution from the SEM image.

It should be noted that normalisation for the effective flux most significantly affects the intensity profile.

Using the particle size distribution from the SEM images the GIXRF profile was calculated with both XSW and GO methods (see left panel of Figure IV.B.1). The XSW curve was obtained from the linear combination of weighted XSW simulations performed for particle sizes corresponding to the given size distribution.

One can first see that the overall shapes of the angular profiles corresponding to the two simulations are similar. It seems further that the experimental data are slightly better reproduced by the GO calculations, particularly above $0.9^\circ$ where an excellent agreement is observed. For lower angles, however, there are some significant differences. There could be three reasons for the discrepancy between the measured GIXRF profiles and the GO and XSW simulations:

- the roughness of the substrate surface that was not taken into consideration in the simulations and could additionally disturb the x-ray reflection at shallow angles;
- the nonuniform NaCl crystal growth that would result in a different height distribution and
- the difficulties encountered at small incidence angles with the normalization of the fluorescence intensity.

IV.B-2 Fe and Cr layers of various roughnesses

In Figure IV.B.2 the GEXRF profiles of several samples (922C, 923C, 926C, 922B, 926C – see Table II.C.1 on page 50) with Fe and Cr layers of a nominal thicknesses of 5 nm are presented.

The GEXRF intensity of a layer measured at angles above the critical angle is proportional to the number of investigated atoms in the layer, and thus corresponds to the overall amount of the deposited material. Even though the nominal thickness
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Figure IV.B.2: GEXRF profiles of 5 nm Fe (right) and Cr (left) layers of different roughnesses. Calculated curves of flat 5 nm layers are plotted with black lines. In the legend the rms roughnesses of the layers are indicated.

of all layers was expected to be constant, an intensity variation of \( \sim 15\% \) can be seen at 1.5\(^\circ\).

For both cases of Fe and Cr, significant differences in the GEXRF profiles for the flat and rough layers are visible. All rough samples exhibit a more pronounced intensity peak in the proximity of the critical angle for the support material \( \varphi_{Si} \). Such a peak is characteristic for very thin layers. For exit angles larger than the critical angle for the layer material \( (\varphi_{Fe}, \varphi_{Cr}) \) an additional intensity bump is visible.

IV.B-2.1 Application of sample morphology models

In Figure IV.B.3 on page 111 four different models for the samples morphology are applied to the GEXRF profile of the most rough sample – 922C – with the Fe layer roughness rms of 5.91 nm.

Nevot-Croce model

In the Nevot-Croce model [33] the effect of the roughness is calculated with the distorted-wave Born approximation. Thus the roughness is considered as a small perturbation of an electromagnetic potential with a Gaussian random distribution along an interface.

In the Nevot-Croce model, as compared to a smooth surface, both the reflectivity \( r \) and transmission \( t \) coefficients are modified as follows:

\[
\tilde{t} = t \exp \left( \frac{-(k_y - k'_y)^2}{2\sigma^2_y} \right),
\]

\[
\tilde{r} = r \exp \left( -k'_y\sigma^2_y \right),
\]
where $k_y$ and $k'_y$ correspond to the incident and refracted wave vectors components perpendicular to the sample surface, respectively, and $\sigma^2_y$ is the variance of the Gaussian distribution of a potential.

**Stack of layers of various density**

The rough interfacial region can be described as a transition layer in which the refractive index varies continuously with the depth. The interface can be then divided into elementary layers in which the refractive index depends on the roughness distribution.

**Linear combination of layers of different thicknesses**

If the correlation length of the height distribution is large enough, the resulting GEXRF profile can be approximated by the sum of GEXRF curves for layers of various thicknesses.

**GO ray tracing**

Providing the wavelength of the exciting radiation is much smaller than the size of the grains of the structure, similarly as for the previously described samples, a ray tracing method described in Sub-chapter III.C on page 79 can be applied to rough layers. In order to meet the requirement of only vertical and horizontal interfaces the layer morphology measured with the AFM was approximated by a composition of rectangular prisms.

The AFM imaging technique has been used to obtain all roughness parameters needed for the simulations. However, the AFM does not give all the information about the measured samples, thus several assumptions had to be made:

- the morphology measured with the AFM is representative for the whole surface,
- the AFM height profiles are exact,
- the optical density of the structure components is the same as the one of the bulk.

The Nevot-Croce and stack of layers of various density models fail to correctly reproduce the intensity profiles. This is not surprising as both methods can be used only for relatively small roughnesses.

In contrast to previously presented data the GO ray tracing model does not give even comparable results. Most probably this is due to the simplicity of the proposed model in which the layer morphology approximation by rectangular prisms does not take into account the curvature of the sample surface.
Figure IV.B.3: Different roughness models applied to GEXRF profiles of the 5 nm Fe layer with a 5.91 nm rms roughness.
IV Results and Discussion

From simulations presented in Figure IV.B.3 only a simulation employing a linear combination of layers of different thicknesses can be used to represent the intensity profile trends of the measured GEXRF data. The simulated profile exhibits both intensity bumps present in experimental data.

However, the simulated peak around $\varphi_{Si}$ is too narrow. This difference could be attributed to the grainy character of the simulated layers since the model considers only layers of different density neglecting the particle-like contributions. In comparison with the data collected for Cr trapezoidal prisms (see Section IV.A-3 on page 101) one could expect an intensity increase in the region between the critical angles of the support and the deposited materials.

IV.B-3 Samples with Co and Ni discs

Unfortunately, due to limited experimental beamtime the Co and Ni discs structures could not be investigated. However, calibration samples with the Co/Ni bilayer and the Co and Ni monolayers have been measured. Because all the samples have been produced within a single process flow the Co and Ni layers were assumed to have the

![Graphs showing Co Kα and Ni Kα GEXRF profiles of Co and Ni monolayers and Co/Ni bilayer calibration samples.](image)

Figure IV.B.4: Co Kα and Ni Kα GEXRF profiles of the Co and Ni monolayers (black circles) and Co/Ni bilayer (green triangles) calibration samples fabricated together with the Co and Ni discs samples. Calculated profiles of the best fits with 2.9 nm Co and 4 nm Ni layers are plotted with solid lines.
same properties regardless the sample. Best fits of the GEXRF profiles were found for a Co layer of 2.9 nm and a Ni layer of 4 nm.

In Figure IV.B.4 the Co and Ni Kα GEXRF profiles and the corresponding calculations are presented. It can be seen that in the case of Ni fluorescence the experimental profiles are very well reproduced by the present calculations. For the Co fluorescence the calculated profiles are in satisfactory agreement; however, they do not match as well the experimental data. In principle, in the case of the Co layer an excess in the measured intensity with respect to the calculations can be seen beyond \( \varphi_{Co}/\varphi_{Ni} \) for angles between 0.6° and 0.8°. A similar feature in the profile was observed for rough Cr layers presented in Section IV.B-2 on page 108. As already mentioned in Subsection II.C-2.5 on page 54 the Co layer was deteriorated during the lift-off process and thus most probably cannot be be characterized as a pure layer-like structure.
IV.C Remarks on experimental difficulties

During data acquisition and subsequent data processing several issues needed to be solved. In the following the most significant ones that were encountered during the GEXRF measurements will be presented.

IV.C-1 Exit angle calibration

Correct calibration of the exit angle scale is an important aspect for the GEXRF data interpretation. In the simplest case when the structure geometry allows the numerical fitting of the GEXRF signal the exit angle calibration can be achieved by adding the exit angle shift to the fit parameters. Unfortunately, this is not feasible for more complex structures. For that purpose several different methods listed below can be used. However, they are hardly straightforward procedures. Practically, the final exit angle data can be vitiated by an error of up to $\sim 0.1^\circ$.

IV.C-1.1 Calibration from the spectrometer corrections

A very important aspect of the exit angle calibration is a proper correction of CCD images (see Sub-chapter III.B on page 71). The latter defines the shift of the exit angle across a single CCD image well-posing the problem of the definition of the detected exit angle (see Appendix F on page 169). Moreover, a proper correction for the von Hamos spectrometer parameters should also give a proper exit angle calibration.

Unfortunately, the spectrometer parameters correction procedure presented in Appendix E on page 161 is insensitive to displacements of a TAL motor which is responsible for the exit angle variation (see Subsection II.A-1.2 on page 29). Knowing that the reproducibility of the exit angle between consecutive target holder mounts may amount up to $\sim 1^\circ$ an additional method to ensure absolute exit angle values appears necessary.
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Figure IV.C.1: Si Kα GEXRF profiles from Si supports of thermally evaporated 5 nm Fe structures of different rms roughnesses (see Subsection II.C-1.1 on page 49). Although the nominal structure thickness is the same for all the samples, the profiles are significantly different and cannot be used for exit angle calibration.

IV.C-1.2 Calibration to the support material

Even if the GEXRF profile of an investigated structure cannot be easily simulated chances are that this is not the case for the structure support. In such a situation the exit angle correction for the GEXRF signal can be found from the support material and then applied to the examined structure itself.

Such a operation is most reliable if both materials can be measured with the same Bragg crystal as the spectrometer parameters corrections may considerably differ in the opposite case hindering the procedure. Care should also be taken if the GEXRF signal is measured from the support material covered with the investigated structure – as well in such a situation the correct fit may be difficult to obtain (see Figure IV.C.1).

IV.C-1.3 Calibration to the reference structure

In certain cases the investigated samples structural organization permits inclusion of an additional calibration layer (this was the case for stencil made samples, see Subsection II.C-2.4 on page 53). This is the most comfortable situation as the calibration measurement can be performed in nearly the same conditions.

IV.C-1.4 Calibration with the spectral background

This is the less elegant, however, yielding good results method. The GEXRF does not vanish completely below the critical angle position. In fact, it usually grows exponentially from 0°. Thus, the principle of this method is to find where the GEXRF signal
Figure IV.C.2: An example of a Cr Kα GEXRF profile with exit angles calibrated with the spectral background.

rises from the background level (see Figure IV.C.2). Of course this procedure can be applied only if the background conditions are very good and the experiment statistics is high.

**IV.C-2 Background extraction**

As already stated in **Sub-chapter III.A** on page 61 the CCD energy discrimination is a very effective tool to decrease the spectral background. During the experiment we have encountered a situation when the scattered background radiation in the spectral

Figure IV.C.3: Scattered background discrimination with a proper background events definition. An example of the Co Kα GEXRF profile of the Co/Ni discs sample (see **Subsection II.C-2.4** on page 53).
range corresponding to the measured fluorescence line was reaching the CCD detector through an unsealed shielding and thus affected the measured GEXRF profile (see Figure IV.C.3). The actual profile was resolved by counting only the events within the single pixel event energy window.

**IV.C-3 Synchrotron radiation beam instabilities**

The GEXRF measurements rely on the stability of the exciting radiation. Most preferably the excitation should be constant during the whole scan of the GEXRF profile. Such conditions were ensured in SLS due to the top-up injection, and effective cooling and mechanical isolation from the vacuum chamber of the mirrors supports at the SuperXAS beamline (see Section II.A-4 on page 38).

At the ESRF the storage ring is refilled in average every 12 hours. This results in a saw-like characteristics of the storage ring current with an exponential decay between the refills. In principle, the synchrotron radiation intensity should follow the trend of the current evolution, but there are large deviations up to 20% that cannot be explained by the current change (see Figure IV.C.4). The origin of these beam intensity variations is not clear but it can be attributed to some thermal drift of the beamline optics components.

In order to deal with such changes of the incident flux one could scale the acquired fluorescence lines intensities with the intensity of the synchrotron radiation beam. However, the ID21 beamline setup did not allow a constant primary beam intensity control. Thus, in order to get reliable data the intensity measurements were performed at the

![Figure IV.C.4: Beam intensity measured at the ESRF ID21 beamline superposed with the ring current. Beam intensity evolution was measured with exactly the same beamline setup.](image-url)
beginning and at the end of the GEXRF scans; the intensity during the scan was linearly interpolated.

**IV.C-3.1 Beam spot position**

The beam spot position on the sample is a very important factor in GEXRF measurements for two reasons. Firstly, in order to get the pure signal the beam spot should be centered on the investigated structure. Secondly, the displacement of the beam spot position changes the geometrical configuration of the GEXRF measurement (see Sub-chapter III.B on page 71) that can result in changes of the exit angle calibration.

During measurements the beam spot position changes were mainly caused by two factors: synchrotron radiation beam instability and slits/pinhole change.
Chapter V

Concluding remarks
V-1 Grazing angle x-ray fluorescence from surface nanostructures

In the following the overall characteristics of the surface nanostructures’ XRF angular profiles based on experimental results and related GO simulations are presented.

Structures consisting of small elements that are scattered over the surface have clearly particle-like angular profiles. An increase in the lateral dimensions of the structure elements leads to attenuation of the particle-like signal in $\varphi_c$ region and to appearance of a layer-like component as a result of x-ray propagation in individual elements of the structure. These features are well known and have been described formerly.

Additional effects appear for dense particles’ distributions due to x-ray radiation propagation through several structures’ elements. Two types of such effects can be distinguished. First, as a result of shadowing of consecutive structure elements for small grazing angles the detected XRF intensity is reduced (for instance see Section IV.A-1 on page 93 and Section IV.B-1 on page 107). This effect is more pronounced for high and dense structures. Another consequence of the compact elements’ distribution is that x-ray radiation can be reflected multiple times in consecutive structures’ elements. As a result, for certain grazing angles the number of ray paths reaching a given fluorescent atom is significantly higher (see Subsection I-3.3.2 on page 23) leading to an increased excitation (GIXRF) or detection (GEXRF) probability. For periodic structures this gives rise to characteristic intensity modulations appearing for grazing angles for which the number of ray paths is the most numerous. This effect is clearly visible for most of the results presented in Sub-chapter IV.A on page 93.

In case of dense evenly distributed structures the effect of multiple reflections is less systematic. Nevertheless, a significant intensity increase can be seen in the region between the critical angles for total reflection of the support and structure materials (see Section IV.B-2 on page 108 and Section IV.B-3 on page 112). As presented in Subsection IV.B-2.1 on page 109 such an effect cannot be explained with standard simulation methods; this is clearly a result of consecutive structure’s element interactions. In fact, a very similar intensity growth in that region is observed for densely distributed periodic structures (see Section IV.A-3 on page 101). Above the critical angle of total reflection of the structure material the evenly distributed systems exhibit also a second region of intensity increase. Simulations show (see Subsection IV.B-2.1 on page 109) that this intensity growth can be attributed to the thickness variation of the elements of the structure.

V-2 GO ray tracing

For moderately dense structures the proposed GO ray tracing approach leads to very good results when compared to measurements and to the well-established models such
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as XSW. GO can handle the absorption and shadowing effects occurring on the nanos-structured surfaces which are very difficult to simulate with other methods. Moreover, it is relatively easy to incorporate specific sample geometries into the GO calculations.

For very densely distributed structures the GO calculated spectra are rocketing around the critical angle of total reflection for the structure material (see Figure IV.A.7 on page 103 and Figure IV.B.3 on page 111). It can be presumed, however, that this is an effect of overrated optical ray paths coherence since the coherence length has not been implemented in the numerical calculations (see Appendix D on page 155) performed in this work.

It should be noted, that other methods such as XSW need no input about the sample geometry and with the available software [40, 64] simulations can be done very quickly. Thus, for standard situations where the surface morphology effects are not pronounced, the GO methodology would not compete with XSW. Nevertheless, for the case of GIXRF measurements of particulate media (but also for buried implants e.g. in depth profiling) the correction for the effective photon flux, that also requires an initial input on the sample geometry, in general cannot be neglected.

GO is certainly a promising approach for samples with a known surface morphology for which the a priori knowledge of the structure can be thus verified. This approach can be also helpful in understanding uncommon GEXRF/GIXRF profiles of rough layers and grainy structures.

V-3 Perspectives

V-3.1 XRF quantification model

The existing grazing angle XRF quantification methods suffer from large uncertainties in the case of densely distributed nanoparticles. This is especially true for nanoparticles sampled directly from the aerosol phase and from dried liquid droplets – typical types of samples in environmental and medical researches. Densely packed nanodevices also pose similar problems. Thus new and more precise XRF quantification methods are of paramount importance.

Therefore, systematic GO simulations studies can significantly contribute to the development of more precise XRF quantification models for particulate media. Furthermore, for the GIXRF quantification, the effective photon flux corrections cannot be not neglected for neither the particulate media nor for buried implants e.g. in depth profiling.
V-3.2 Single shot GEXRF measurements

In high-resolution GEXRF technique the grazing emission conditions are achieved by turning the sample surface close to the emission direction defined by the Bragg angle of diffraction. Only x-rays hitting the crystal surface at the Bragg angle, defined by the energy of the x-rays and the lattice spacing of the crystal, can be diffracted towards the position-sensitive detector. Note that x-rays emitted from the source and fulfilling the Bragg condition span out on a cone and thus are emitted at slightly different exit angles (see Section III.B-2 on page 72). This results in a deterioration of the grazing angle resolution when the position-sensitive detector is placed on the crystal focal plane. For proper GEXRF measurements a defocused setup with a 2D detector should be used. In such a configuration an 2D-image of a single fluorescence line on a position-sensitive detector corresponds to an intersection of a cone and has a characteristic “banana” shape where different sections of the “banana” correspond to different exit angles.

With an adequate spectrometer design, the spread of exit angles across the defocused image can be used for single shot measurements of GEXRF angular profiles. A proper operation of such a single shot GEXRF setup would significantly depend on the Bragg crystal quality and specifications. In particular, the crystal radius of curvature and reflectivity should be constant across the whole crystal.

V-3.3 Grazing emission x-ray absorption spectroscopy

X-Ray Absorption Spectroscopy (XAS) techniques are based on the measurement of the absorption coefficient by tuning the photon energy $E$ across an absorption edge of an investigated element. The spectral features observed above the absorption edge – referred to as X-ray Absorption Fine Structure (XAFS) – reflect the molecular environment of a given absorbing atom and are related to the excitation cross-section of the core electrons into unoccupied electronic states or into the continuum. The chemical sensitivity of XAS spectra provides thus information about the different chemical states within systems having the same elemental composition.

Generally a XAS spectrum is divided into 4 energy regions, where $E_0$ is the absorption edge energy:

1. Pre-edge ($E < E_0$),

2. X-ray Absorption Near Edge Structure (XANES), for incident x-ray beam energies $E = E_0 \pm 10$ eV,

3. Near Edge X-ray Absorption Fine Structure (NEXAFS), for energies between 10 eV and 50 eV above the edge, and
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4. Extended X-ray Absorption Fine Structure (EXAFS), in the region from 50 eV up to 1000 eV above the edge.

In the pre-edge region there might be some minor features due to the electron transitions from the core level to high-lying orbitals (e.g., $s \rightarrow p$, or $p \rightarrow d$). In the XANES region, a sudden raise of absorption is observed. This is due to high probability transitions of core electrons to unbound levels with close energies. In NEXAFS, the ejected photoelectrons have low kinetic energy ($E - E_0$ is small) and experience strong multiple scattering by the first and even higher coordination shells. In the EXAFS region, the photoelectrons have high kinetic energy ($E - E_0$ is large), and single scattering by the nearest neighboring atoms dominates.

X-ray absorption spectra can be measured in the fluorescent mode by recording the intensity of x-ray fluorescence transitions. In a Grazing Emission X-ray Absorption Spectroscopy (GE-XAS) measurement the incident photon energy is scanned across the absorption edge of interest and x-ray fluorescence detection is realized in the grazing emission geometry. Such an experimental configuration permits the use of XAS with all the GEXRF advantages, in particular: surface mapping, dose control and depth profiling.
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Appendix A

vonHamosSpot function

This function calculates the form of the CCD image of an arbitrary flat source in von Hamos geometry.

The program requires parse_pv_pairs function available at

http://www.mathworks.com/matlabcentral/fileexchange/9082-parsepvpairs
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A.1 Syntax

\[ P = \text{vonHamosSpot}(\text{Bragg}) \]
\[ P = \text{vonHamosSpot}(\text{Bragg},'\text{ParameterName}',\text{ParameterValue}) \]
\[ P = \text{vonHamosSpot}(\text{Bragg},\text{params}) \]
\[ P = \text{vonHamosSpot}(\text{params},'\text{ParameterName}',\text{ParameterValue}) \]
\[ [P,\text{out}] = \text{vonHamosSpot}(\ldots) \]
\[ [P,\text{out},\text{params}] = \text{vonHamosSpot}(\ldots) \]
A.2 Syntax description

\( P = \text{vonHamosSpot}(\text{Bragg}) \) returns \( nx3 \) array with \( x \) (first column), \( y \) (second column) and \( z \) (third column) coordinates of an image (in mm) for a given Bragg angle in radians and default spectrometer parameters. As an origin of coordinates the slit position is taken.

\( P = \text{vonHamosSpot}(\text{Bragg},'\text{ParameterName}',\text{ParameterValue}) \) provides an opportunity to manipulate the spectrometer and algorithm parameters. Parameters are entered as one or more name and value pairs.

\( P = \text{vonHamosSpot}(\text{Bragg},\text{params}) \) the same as above but parameters are provided in \( \text{params} \) structure with fields named correspondingly.

\( P = \text{vonHamosSpot}(\text{params}) \) similar as above, however the \( \text{params} \) structure must have an additional \( \text{Bragg} \) field containing Bragg angles in radians.

\( [P,\text{out}] = \text{vonHamosSpot}(\ldots) \) gives additional output parameters stored in \( \text{out} \) structure.

\( [P,\text{out},\text{params}] = \text{vonHamosSpot}(\ldots) \) returns \( \text{params} \) structure with the spectrometer and algorithm parameters used. (The \( \text{correction} \) parameter returned in \( \text{params} \) structure may be different, please see below for explication.)

A.3 Optional parameters

Optional parameters defining the spectrometer and algorithm setup can be entered as one or more name and value pairs. Below possible parameters are listed together with their default values.

A.3.1 Positioning motors parameters

- Motor positions can be given in motor steps (\( \text{TAF}, \text{TAT}, \text{TAL}, \text{DET}, \text{CRY}, \text{CRF} \)) or in mm/rad (\( \text{sourceX}, \text{sourceY}, \text{sourceTilt}, \text{detector}, \text{crystal}, \text{R} \)).
- As the origin of the coordinate system \( O \) the central position of the slit is taken.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>sourceX</td>
<td>0</td>
<td>(</td>
</tr>
<tr>
<td>TAT</td>
<td>0</td>
<td>by default source is located at slit</td>
</tr>
<tr>
<td>dTAT</td>
<td>0</td>
<td>correction to position given in motor steps</td>
</tr>
<tr>
<td>sourceY</td>
<td>0</td>
<td>(</td>
</tr>
<tr>
<td>TAF</td>
<td>0</td>
<td>by default source is source located at slit</td>
</tr>
<tr>
<td>dTAF</td>
<td>0</td>
<td>correction to position given in motor steps</td>
</tr>
<tr>
<td>sourceTilt</td>
<td>0</td>
<td>source tilt in respect to (</td>
</tr>
<tr>
<td>TAL</td>
<td>50000</td>
<td>by default source is not tilted</td>
</tr>
<tr>
<td>dTAL</td>
<td>0</td>
<td>correction to position given in motor steps</td>
</tr>
<tr>
<td>phi</td>
<td>-</td>
<td>optional parameter defining the maximum exit angle from sample given in radians. If the parameter is defined (</td>
</tr>
<tr>
<td>detector</td>
<td>0</td>
<td>detector (</td>
</tr>
<tr>
<td>DET</td>
<td>0</td>
<td>by default detector is positioned at slit</td>
</tr>
<tr>
<td>dDET</td>
<td>0</td>
<td>correction to position given in motor steps</td>
</tr>
<tr>
<td>Y_CCD</td>
<td>0</td>
<td>detector (</td>
</tr>
<tr>
<td>Z_CCD</td>
<td>0</td>
<td>detector (</td>
</tr>
<tr>
<td>crystal</td>
<td>-</td>
<td>crystal (</td>
</tr>
<tr>
<td>CRY</td>
<td>-</td>
<td>if parameters are not given, the (</td>
</tr>
<tr>
<td>dCRY</td>
<td>0</td>
<td>correction to position given in motor steps</td>
</tr>
</tbody>
</table>
A vonHamosSpot function

\[ R = 254 \text{ crystal } |y| \text{ position} \]
\[ \text{CRF} = 101600 \text{ by default equals to default curvature radius of 254 mm} \]
\[ d\text{CRF} = 0 \text{ correction to position given in motor steps} \]
\[ Z_{\text{crystal}} = 0 \text{ crystal } |z| \text{ position} \]

A single motor step corresponds to following distances:

- for CRF, TAF, TAT - 0.0025 mm,
- for CRY, DET - 0.005 mm,
- for TAL - 0.00225° = 3.9270e-5 rad.

If both positions in motor steps and in mm/rad are given, then motor positions used by the program depend on the correction parameter (see below):

- \( \text{correction==false} \) position in motor steps is overwritten; e.g. for crystal \( y \) position:

\[ \text{CRF} = R/0.0025 + d\text{CRF} \]

- \( \text{correction==true} \) if no correction to position in motor steps is given as name and value pair then such a correction is calculated as a difference between position given in mm/rad and position given in motor steps; otherwise, if correction to position in motor steps is given as name and value pair, the position in mm/rad is overwritten; e.g. for crystal \( y \) position:

\[ d\text{CRF} = R/0.0025 - \text{CRF} \text{ if } d\text{CRF} \text{ is not given as name and value pair} \]
\[ R = (\text{CRF} + d\text{CRF}) \times 0.0025 \text{ if } d\text{CRF} \text{ is given as name and value pair} \]

### A.3.2 Reflecting crystal parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>254</td>
<td>crystal radius of curvature in mm</td>
</tr>
<tr>
<td>\text{Crystal_width}</td>
<td>100</td>
<td>crystal width along the curvature in mm</td>
</tr>
<tr>
<td>\text{rotX}</td>
<td>0</td>
<td>crystal rotation around parallel to (</td>
</tr>
<tr>
<td>\text{rotY}</td>
<td>0</td>
<td>crystal rotation around parallel to (</td>
</tr>
<tr>
<td>\text{rotZ}</td>
<td>0</td>
<td>crystal rotation around parallel to (</td>
</tr>
<tr>
<td>\text{Psi_limits}</td>
<td>-</td>
<td>optional parameter defining the arc section of the crystal. If not given, the arc section limits can be calculated from (</td>
</tr>
</tbody>
</table>

### A.3.3 Beam spot parameters

- Beam spot parameters define the geometry of the fluorescence source relatively to source location defined by motor positions.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X )</td>
<td>0</td>
<td>array of beam spot (</td>
</tr>
<tr>
<td>( Z )</td>
<td>0</td>
<td>array of beam spot (</td>
</tr>
<tr>
<td>( dX )</td>
<td>0</td>
<td>(</td>
</tr>
<tr>
<td>( dZ )</td>
<td>0</td>
<td>(</td>
</tr>
<tr>
<td>\text{parallel_beam}</td>
<td>true</td>
<td>determines either a beam irradiates a whole sample (false) or a part of it (true).</td>
</tr>
</tbody>
</table>
A.3.4 CCD parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>pixelsX</td>
<td>1340</td>
<td>number of pixels in</td>
</tr>
<tr>
<td>pixelsZ</td>
<td>400</td>
<td>number of pixels in</td>
</tr>
<tr>
<td>pixelXdim</td>
<td>0.02</td>
<td>pixel width in mm</td>
</tr>
<tr>
<td>pixelZdim</td>
<td>0.02</td>
<td>pixel height in mm</td>
</tr>
<tr>
<td>CCDrotX</td>
<td>0</td>
<td>CCD rotation around parallel to</td>
</tr>
<tr>
<td>CCDrotY</td>
<td>0</td>
<td>CCD rotation around parallel to</td>
</tr>
<tr>
<td>CCDrotZ</td>
<td>0</td>
<td>CCD rotation around parallel to</td>
</tr>
</tbody>
</table>

A.3.5 Algorithm parameters

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psi_points</td>
<td>50</td>
<td>number of crystal arc section partition</td>
</tr>
<tr>
<td>rand</td>
<td>true</td>
<td>parameter defining equal</td>
</tr>
<tr>
<td>MAP</td>
<td>false</td>
<td>parameter providing additional matrices in the output</td>
</tr>
<tr>
<td>Bragg_span</td>
<td>20</td>
<td>used only if</td>
</tr>
<tr>
<td>Psi_span</td>
<td>20</td>
<td>used only if</td>
</tr>
<tr>
<td>correction</td>
<td>false</td>
<td>parameter specifying the way the motor positions are calculated if given both in mm/rad and motor steps (see above)</td>
</tr>
<tr>
<td>Bragg</td>
<td>~</td>
<td>optional parameter needed if Bragg angle is not given as a first input argument of</td>
</tr>
</tbody>
</table>

A.4 Output arguments

A.4.1 out Structure

As a second output argument the |vonHamosSpot| functions can return out structure with the following fields:

- |X_P|, |Z_P| – image positions on the CCD in pixels;
- |X_R|, |Y_R|, |Z_R| – coordinates of points of incidence on the crystal relative to the crystal center;
- |X_S|, |Y_S|, |Z_S| – source points coordinates;
- phi – exit angles corresponding to each point of calculated image;
- theta – radiation direction corresponding to each each point of calculated image;
- Bragg_MAP, phi_MAP, theta_MAP – only if |MAP| parameter set to |true| – additional parametric arrays of the CCD image dimensions corresponding to Bragg, exit, and radiation direction angles.

A.4.2 params structure

As a third output argument a params structure can be returned. The fields of a params structure correspond to all the parameters (custom and default) that have been used by the program.

The only exception to above rule is a correction parameter which value is returned depending on the way the |vonHamosSpot| function was invoked.
A vonHamosSpot function

SYNTAX

<table>
<thead>
<tr>
<th>Function</th>
<th>behaviour</th>
</tr>
</thead>
<tbody>
<tr>
<td>vonHamosSpot(Bragg)</td>
<td>true</td>
</tr>
<tr>
<td>vonHamosSpot(Bragg,'ParameterName',ParameterValue)</td>
<td>true</td>
</tr>
<tr>
<td>vonHamosSpot(params)</td>
<td>true</td>
</tr>
<tr>
<td>vonHamosSpot(params,'ParameterName',ParameterValue)</td>
<td>false</td>
</tr>
<tr>
<td>vonHamosSpot(params, params2)</td>
<td>false</td>
</tr>
</tbody>
</table>

Such a behaviour of the vonHamosSpot function allows a following set of operation without a need of correction parameter specification:

- Initial definition of von Hamos spectrometer parameters, e.g.:
  
  \[\{P, out, params\} = \text{vonHamosSpot}(\text{Bragg},'\text{ParameterName}',\text{ParameterValue})\]

- Correction of initial parameters using the above params structure, e.g.:
  
  \[\{P, out, corr\_params\} = \text{vonHamosSpot}(\text{params},'\text{ParameterName}',...\]
  
  ParameterValue)

- The use of the corrected parameters corr\_params for other problems with the same von Hamos spectrometer setup, e.g.:
  
  \[\{P, out\} = \text{vonHamosSpot}(\text{corr\_params},'\text{ParameterName}',\text{ParameterValue})\]

Of course if correction parameter is specified as a name and value pair or in params2 structure the value from params structure is overwritten.

A.5 Notes on the computation methods used

The image calculations are being performed using geometrical optics.

For input motor positions as the origin of the coordinate system \(O\) the central position of the slit is taken an x, y and z directions are defined by the movement directions of the motors.

The optical path computations are performed in transformed coordinates \(O'\) for which the x axis is collinear with the curvature axis of the reflecting crystal and the origin of the x coordinate is in the middle of the Bragg crystal.

For the image computation another coordinates \(O''\) are taken in which the CCD is centered on the \(y = 0\) plane.
Appendix B

spe_read function

This function reads the WinView/WinSpec (WINX) .spe files.
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B.1 Syntax

Frames = spe_read(files)
Frames = spe_read(files,folder)
Frames = spe_read(files,folder,range)
[Frames,File_paths] = spe_read(files,...)

B.2 Syntax description

Frames = spe_read(files) returns an N x 1 cell array Frames containing ydim x xdim x NumFrames arrays of data corresponding to N files specified in files argument. The files argument can be given as a string with files separated by a new line character or as a cell array of strings. If only the file names are given the files should be given with the full path, or should be located in the current directory.

Frames = spe_read(files,folder) specifies a folder in which .spe files are located.

Frames = spe_read(files,folder,range) specifies a frames range that should be read from files.

[Frames,File_paths] = spe_read(files,...) returns file paths to .spe files.

B.3 Copyright notice

WinView/WinSpec (WINX) .spe files are proprietary Roper Scientific file formats. File format description is available at:

Appendix C

choose_files function

Finds and sorts files for given filename and suffix. Returned files have a following form:

filename[0-9]*suffix,

where [0-9]* is an arbitrary sequence of digits.

C.1 Syntax

file_list = choose_files(filename,suffix) returns sorted list of files of a form filename[0-9]*suffix in a cell array of string. The file name should be given with as a full path, or should be located in the current directory.

file_list = choose_files(filename,suffix,folder) specifies a folder in which files are located.

[file_list] = choose_files(filename,suffix,folder,option) specifies one of following additional options:

- 'path' the file_list is returned as a list of full file paths;
- 'string' the file_list is returned as a string with file names surrounded by quotation marks and separated by white spaces;
- 'clipboard' copy to clipboard the file_list as a list of file names surrounded by quotation marks and separated by white spaces. This option does not change the output format.
Appendix D

GEXRF_island function

Compute GEXRF/GIXRF intensities for rectangular islands on a flat support.
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D.1 Syntax

\[ I = \text{GEXRF\_island}(n\_island, n\_support, \Phi, E, h, l, d, kroky, krokx) \]
\[ I = \text{GEXRF\_island}(..., 'ParameterName', <ParameterValue>) \]
\[ [I, I1, I2, N] = \text{GEXRF\_island}(...) \]

D.2 Syntax description

\[ I = \text{GEXRF\_island}(n\_island, n\_support, \Phi, E, h, l, d, kroky, krokx) \]
returns GEXRF intensities for each exit angle \( \Phi \).
\[ I = \text{GEXRF\_island}(..., 'ParameterName', <ParameterValue>) \]
manipulates algorithm by setting additional parameters.
\[ [I, I1, I2, N] = \text{GEXRF\_island}(...) \]
additionally returns vectors of intensities emitted by the upper \( I1 \) and lateral \( I2 \) island planes and a maximal number of islands \( N \) used in computation.

D.3 Input parameters

Following input parameters are required by the \text{GEXRF\_island} function:

- \( n\_island \) – complex refractive index of an island material,
- \( n\_support \) – complex refractive index of a support material,
- \( \Phi \) – vector of grazing angles in radians,
- \( E \) – x-ray energy in eV (of fluorescence for GEXRF, or of excitation for GIXRF),
- \( h \) – island height in nm,
- \( l \) – island widths in nm (as scalar or vector),
- \( d \) – distances between islands in nm (as scalar or vector),
- \( kroky \) – number of fluorescence points in vertical dimension,
- \( krokx \) – number of fluorescence points in lateral dimension.
D.4 Optional input parameters

Following parameters can be optionally given in order to modify the algorithm operation:

<table>
<thead>
<tr>
<th>ParameterName</th>
<th>ParameterValue</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>'Degree'</td>
<td><em>no value</em></td>
<td>Notify that exit angle vector is given in degrees.</td>
</tr>
<tr>
<td>'deg'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'WaveNumber'</td>
<td><em>no value</em></td>
<td>Notify that a wave number instead of photon energy is given as an input argument.</td>
</tr>
<tr>
<td>'k'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'PrintInfo'</td>
<td><em>no value</em></td>
<td>Prints computation information to Command Window during the code evaluation.</td>
</tr>
<tr>
<td>'info'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'NumberOfIslands'</td>
<td>inf</td>
<td>Changes the number of islands from</td>
</tr>
<tr>
<td>'nbisl'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'SurfaceRoughness'</td>
<td>0</td>
<td>Sets the surface roughness.</td>
</tr>
<tr>
<td>'dh'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'LengthVariation'</td>
<td>0</td>
<td>Sets the dispersion of island width.</td>
</tr>
<tr>
<td>'dl'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'DistanceVariation'</td>
<td>0</td>
<td>Sets the dispersion of distance between islands.</td>
</tr>
<tr>
<td>'dd'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'Precision'</td>
<td>100</td>
<td>Calculates the ray path unless the intensity drops</td>
</tr>
<tr>
<td>'prec'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'XPosition'</td>
<td>1/(2*krokx)...</td>
<td>Defines explicitly fluorescence points x positions in nm.</td>
</tr>
<tr>
<td>'xpos'</td>
<td>: 1/(krokx): 1</td>
<td></td>
</tr>
<tr>
<td>'YPosition'</td>
<td>h/(2*kroky)...</td>
<td>Defines explicitly fluorescence points y positions in nm.</td>
</tr>
<tr>
<td>' ypos'</td>
<td>: h/(kroky): h</td>
<td></td>
</tr>
<tr>
<td>'XInLine'</td>
<td><em>no value</em></td>
<td>Turn of random distribution of fluorescence points in x direction.</td>
</tr>
<tr>
<td>'YInLine'</td>
<td><em>no value</em></td>
<td>Turn of random distribution of fluorescence points in y direction.</td>
</tr>
<tr>
<td>'RadiationPower'</td>
<td>'1'</td>
<td>Function of the position dependent fluorescence radiation power. Function should be enter as a string with a matlab code for evaluation. Following variables can be used:</td>
</tr>
<tr>
<td>'rp'</td>
<td></td>
<td>* Y - y position,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* X - x position,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* h - island height,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>* l - island width.</td>
</tr>
</tbody>
</table>

D.5 Algorithm

The optical path is traced starting at fluorescence points. In general calculation of the interference effects requires taking into account all the possible reflections and refractions for all the possible ray paths between the detector (or source in case of GIXRF) and a given fluorescing atom. Consequently a proper calculation of a fluorescence radiation is a very complex problem with a behaviour $O(e^n)$. Thus an assumption needs to be taken that the support material is flat and that all the considered interfaces are either parallel or perpendicular to the support. With such a geometric configuration the final ray reaching the detector (or source in case of GIXRF) can cross the island-vacuum interface only in two manner – form a top or side island interface. Furthermore the ray vector passing through a vacuum between two islands does not change its direction in consecutive islands.
The reflections at the horizontal interfaces change only the $y$ component of a wave vector not changing its length. The reflections at the vertical interfaces can be neglected by the algorithm as in the x-ray regime the reflectivity quickly goes to zero for small reflection angles.

Concluding, provided that we count only rays reaching the detector (or source in case of GIXRF) at a single direction, we can consider only four ray vectors at a starting point of an optical path:

1. two ray vectors (up and down) for radiation crossing the final island-vacuum interface at the top island interface,
2. two ray vectors (up and down) for radiation crossing the final island-vacuum interface at the side island interface.
MATLAB tutorials
Appendix E

Spectrometer parameters correction

In this script we will present the way to find corrections to von Hamos spectrometer parameters. We will use the spe_read function to read the CCD images stored in .spe files, and vonHamosSpot function for calculations of the theoretical form of a CCD image.

Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>E.1 Loading .spe files</td>
<td>161</td>
</tr>
<tr>
<td>E.2 Calculated form of the image</td>
<td>162</td>
</tr>
<tr>
<td>E.3 Parameters correction</td>
<td>164</td>
</tr>
<tr>
<td>E.4 CCD image transformation</td>
<td>165</td>
</tr>
</tbody>
</table>

E.1 Loading .spe files

For the correction to be the best it is advised to simultaneously work on CCD images collected for several fluorescence lines. For this tutorial we will use data collected with SiO$_2$ (1-10) crystal ($2d = 8.5096 \, \text{Å}$) for Si K$_\alpha$ and Cr K$_\alpha$ fluorescence lines. The images were collected by means of synchrotron light source in slit-less geometry:

- fluorescence lines energy in eV:
  1. SiK$_\alpha$ = 1739.98;
  2. CrK$_\alpha$1 = 5414.72;
  3. CrK$_\alpha$2 = 5405.509;

- $3d$ – double spacing between the SiO$_2$ (1-10) crystal lattice planes:

\[ x2d = 8.5096; \]

The Si K$_\alpha$ line was registered in Si05TALProfile experiment and the Cr K$_\alpha$ line in Cr03TALProfile.

\[ \text{Experiments} = \{ 'Si05TALProfile', 'Cr03TALProfile' \}; \]

The files reside in the following folder:

\[ \text{folder} = ... \]

... '/MI-1108/MI-1108/'; ... \text{Unix path} \\
'Z:\MI-1108\MI-1108/'; ... \text{Windows path} \\

In order to select appropriate files (excluding s.spe and p.spe etc. files) we will use the choose_files function.

\[ \text{for } i = 1: \text{numel(Experiments)} \]
\[ \text{File_list}(i) = \text{choose_files(Experiments}(i),'.spe',\text{folder},'path'); \]
\[ \text{end} \]
We will load only last 12 files of each experiment. We will not store the files data however, but only the sum of overall intensity. To increase the contrast we will neglect the pixels with background intensity. We will read each file separately using a spe_read function. To speed up the code we will use the parfor loop that take advantage of parallel computing on multi CPU machines.

```matlab
for i = 1: numel(Experiments)
    file_list = File_list{i};
    % Reading of the last file from the list
    frames = spe_read(file_list(end));
    % Preallocation of the |Images_sum| variable (overall intensity
    % neglecting the background):
    Images_sum = sum(frames{1}.*(frames{1}>134),3);
    % |parfor| loop for parallel file reading:
    parfor j = numel(file_list) - (11:-1:1)
        frames = spe_read(file_list{j});
        % Overall intensity neglecting the background:
        Images_sum = Images_sum + sum(frames{1}.*(frames{1}>134),3);
    end
    Images{i} = Images_sum;
end

Now, lets plot the images:
figure_window = figure;
for i=1:numel(Images)
    % We want two plots in one window:
    subplot(ceil(numel(Images)),1,i)
    % Plotting the images:
    imagesc(Images{i})
    % Lets adjust the color scale:
    caxis([0,max(Images{i}(:))])
    % and put the name:
    title(Experiments(i))
end
```

### E.2 Calculated form of the image

The Bragg angle can be calculated from the fluorescence energy using the Bragg law:

\[ 2d \sin \theta_B = n \lambda \]

where \( \theta_B \) is a Bragg angle, \( n \) is an reflection order and \( \lambda \) is a wavelength. Knowing that \( \lambda = \frac{hc}{E} \) we get:

\[ \theta_B = \arcsin \frac{nhc}{2dE} \]
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Let's calculate \( \hbar c \) product with Plank constant in \( eV \cdot s \) ans speed of light in Å:

\[
\hbar c = 4.135667516 \times 10^{-15} \times 299792458 \times 10^{10};
\]

The CCD images were acquired with the following setup:

**Si05TALProfile**:
- 1\(^{\text{st}}\) order Bragg reflection at 56.86\(^{\circ}\),
- motor positions: DET=66324, CRY=33162, TAF=15275, TAT=10012;
- synchrotron beam cross-section: 0.2x0.2 mm

\[
\text{SiBragg} = \text{asin}(\hbar c/x^2d/\text{SiKa})
\]

\[
[\text{Si_beam_X, Si_beam_Z}] = \text{meshgrid([-0.1 0.1],[-0.1 0.1])};
\]

\[
\text{SiBragg} = 56.8625
\]

**Cr03TALProfile50.spe**:
- 2\(^{\text{nd}}\) order Bragg reflection at 32.56\(^{\circ}\) (Ka\(^{1}\)) and 32.62\(^{\circ}\) (Ka\(^{2}\)),
- motor positions: DET = 159129, CRY = 79565, TAF = 6341, TAT = 10012.
- synchrotron beam cross-section: 1x1 mm

\[
\text{CrBragg} = \text{asin}(2\times\hbar c/x^2d/\text{[CrKa1, CrKa2]})
\]

\[
[\text{Cr_spot_X, Cr_spot_Z}] = \text{meshgrid([-0.5 0.5],[-0.5 0.5])};
\]

\[
\text{CrBragg} = 32.5584 \quad 32.6208
\]

Let's calculate the form of an image for the above parameters (we will set the exit angle \( \phi \) to 0).

```matlab
% preallocation of variables:
Out = cell(size(Experiments));
Params = cell(size(Experiments));
% Si image:
 [~,Out{1},Params{1}] = vonHamosSpot(asin(hc/x^2d/\text{SiKa})...
 'X', Si_beam_X ...
 'Z', Si_beam_Z ...
 'rand', false...
 'DET', 66324 ...
 'CRY', 33162 ...
 'TAF', 15275 ...
 'TAT', 10012 ...
 'phi', 0);
% Cr image:
 [~,Out{2},Params{2}] = vonHamosSpot(asin(2\times\hbar c/x^2d/\text{[CrKa1, CrKa2]})...
 'X', Cr_spot_X ...
 'Z', Cr_spot_Z ...
 'rand', false...
 'DET', 159129 ...
 'CRY', 79565 ...
 'TAF', 6341 ...
 'TAT', 10012 ...
 'phi', 0);
```

And let's plot it on the acquired CCD images:

```matlab
figure (figure_window)
for i=1:numel(Experiments)
 subplot(size(Images),1,i)
 % We want to retain current graph in figure
 hold on
 calc_image(i) = plot( Out{i}.X_P(:),Out{i}.Z_P(:),'.r', 'MarkerSize', 4);
end
```
We can easily see that calculated and measured images are not aligned.

### E.3 Parameters correction

If we play a bit with the parameters we find that a very good alignment can be found with the following corrections:

- vertical displacement of the beam spot $Z = 6$ mm,
- vertical displacement of the crystal $Z_{\text{crystal}} = -7.9$ mm,
- crystal rotation around parallel to x-axis $\text{rotX} = -2.35^\circ$,
- crystal rotation around parallel to y-axis $\text{rotY} = -0.8^\circ$,
- crystal rotation around parallel to z-axis $\text{rotZ} = 0.7^\circ$,
- crystal x position $\Delta R = 0.73$ mm.
A closer look to the image spots:

```matlab
figure(figure_window)
for i=1:numel(Images)
    subplot(numel(Images),1,i)
xlim([600,900])
end
```

It should be noted however that finding correct parameters is not an unambiguous problem and a similar alignment can be found for different parameters.

### E.4 CCD image transformation

The images can be transformed by means of parametric arrays of a CCD image dimensions. Such arrays can be returned by `vonHamosSpot` function if the `MAP` parameter is set to `true`

\[\text{chap:vonHamosSpot_function}\]

Lets repeat the spectrometer parameters calculations once again and calculate the photon energies from `Bragg_MAP` parametric array using the Bragg law:
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E_Map=cell(2,1);
for i=1:numel(Experiments)
    [~,Out{i}] =vonHamosSpot(Good_Params{i},'MAP',true);
    % photon energy parametric array:
    E_Map{i} = i * hc ./ x2d ./ sin(Out{i}.Bragg_MAP)/1000;
end

At first let’s present the CCD images with the x axis transformed to photon energies corresponding to central pixels.

for i=1:numel(Experiments)
    subplot(numel(Experiments),1,i)
    cla
    surf(E_Map{i}(200,:),1:400,Images{i}*0,Images{i},'LineStyle','none') ;
    view([0,0,1])
    xlabel('Photon energy [keV]')
    ylabel('vertical pixel')
    xlim([min(E_Map{i}(:)), max(E_Map{i}(:))])
end

And now let’s apply the full photon energy E_Map parametric array correction:

for i=1:numel(Experiments)
    subplot(numel(Experiments),1,i)
    cla
    surf(E_Map{i},1:400*ones(1,1340),Images{i}*0,Images{i},...
         'LineStyle','none');
    view([0, 0,1])
end
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We can see that the spectral lines are now straight along the photon energy. Finally we can compare the histogram spectrum of measured fluorescence lines.

```matlab
for i=1:numel(Experiments)
    subplot(numel(Experiments),1,i)
    cla
    hold on
    plot(E_Map{i}(200,:),sum(Images{i},1),'r','DisplayName','raw')
    [~,bin] = histc(E_Map{i},E_Map{i}(200,:));
    corrected_spectrum = arrayfun(@(a) sum(Images{i}(bin == a)) ,1:1340);
    plot(E_Map{i}(200,:),corrected_spectrum,'DisplayName','corrected')
    ylabel('counts')
    ylim('auto')
    xlim([1/4,3/4] * diff(xlim) + min(xlim))
    legend('show')
    view([0, 0,-1])
end
```

Histogram of the corrected images is plotted with blue lines, the raw data histogram is presented with red lines. For the case of Cr the gain on energy resolution is evident.
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GEXRF profile creation

In this tutorial we will present how to create a GEXRF profile out of .spe file series. We will use the spectrometer parameters that have been found in Spectrometer parameters correction tutorial.
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F.1 File reading

We will create a GEXRF profile out of files registered in Cr03TALProfile experiment:

```
Experiment = 'Cr03TALProfile' ;
```

The experiment files are located in the following folder:

```
% folder = '~/MI-1108/MI-1108/' ; % Unix path
folder = 'Z:\MI-1108\MI-1108\'; % Windows path
```

In order to select appropriate files (.spe) we will use the choose_files function.

```
file_list = choose_files(Experiment,'.spe',folder);
```

Now we can wrap the data into matlab workspace using the spe_read function. To speed up the code we will use the parfor loop that take advantage of parallel computing on multi CPU machines.

```
Profile = cell(numel(file_list),1);
parfor j = 1:numel(file_list)
    frames = spe_read(file_list{j},folder);
    % overall intensity neglecting the background:
    Profile(j)= sum(frames{1}.*(frames{1}>134),3);
end
```

The last thing is to read the TAL positions that are stored in a second column of a Cr03Cr03TALProfile1p.spe.txt file.

```
TAL = dir([folder,'*',Experiment,'*.txt']);
TAL = importdata([folder,TAL.name]);
if isstruct(TAL)
    TAL = TAL.data;
end
TAL = TAL(1:numel(file_list),2);
```
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#### F.2 Parametric arrays creation

In order to create parametric arrays we will use parameters from the `Good_Params{2}` structure adjusting them for the correct motors positions that have been used for `Cr03TALProfile` experiment:

- DET = 159129,
- CRY = 79565,
- TAF = 6341,
- TAT = 10012,
- TAL from `Cr03Cr03TALProfile1p.spe.txt` file.

The Bragg angles should be the same for all TAL positions, however exit angles \( \phi \) and radiation direction \( \theta \) can vary. In order to estimate the change of this parameters across GEXRF scan we will compare the parametric arrays for the first and the last file.

```plaintext
16 load('Good_Params')
17 [~,out(1)] = vonHamosSpot( Good_Params{2} ...)
18    'MAP',true ... 'DET',159129 ...
19    'CRY',79565 ...
20    'TAF',6341 ...
21    'TAT',10012 ...
22    'TAL',TAL(1) ;
23 [~,out(2)] = vonHamosSpot( Good_Params{2} ...)
24    'MAP',true ... 'DET',159129 ...
25    'CRY',79565 ...
26    'TAF',6341 ...
27    'TAT',10012 ...
28    'TAL',TAL(end) ;
29 phi1 = (out(1).phi_MAP-max(out(1).phi_MAP(:)))/2/pi*360;
30 phi2 = (out(2).phi_MAP-max(out(2).phi_MAP(:)))/2/pi*360;
31 exit_angle_delta = max(abs(phi1(:)-phi2(:)))

exit_angle_delta =
0.0106
32 theta1 = (out(1).theta_MAP-max(out(1).theta_MAP(:)))/2/pi*360;
33 theta2 = (out(2).theta_MAP-max(out(2).theta_MAP(:)))/2/pi*360;
34 radiation_direction_delta = max(abs(theta1(:)-theta2(:)))

radiation_direction_delta =
0.0027
```

The differences are not very pronounced. Thus we can use only one set of parametric arrays for all the files of the experiment. To optimize the resulting error the middle file parameters will be chosen for calculations.

```plaintext
37 [~,out(3)] = vonHamosSpot( Good_Params{2} ...)
38    'MAP',true ... 'DET',159129 ...
39    'CRY',79565 ...
40    'TAF',6341 ...
41    'TAT',10012 ...
42    'TAL',TAL(floor(end/2)) ;
43 phi3 = (out(3).phi_MAP-max(out(3).phi_MAP(:)))/2/pi*360;
44 theta3 = (out(3).theta_MAP-max(out(3).theta_MAP(:)))/2/pi*360;
45 exit_angle_delta = max([max(abs(phi1(:)-phi3(:)))
46    max(abs(phi2(:)-phi3(:))) ...
47    max(abs(theta1(:)-theta3(:))) ...
48    max(abs(theta2(:)-theta3(:)))]
49 radiation_direcion_delta = max([max(abs(theta1(:)-theta3(:)))
50    max(abs(theta2(:)-theta3(:))) ...
51  ])
52 out = out(3);
```

```plaintext
exit_angle_delta =
0.0054
radiation_direcion_delta =
0.0015
```
Now we will extract parametric arrays from `out` variable. We will define the exit angle and radiation direction parametric arrays (in degrees) and photon energy parametric array. The latter we will create out of `out.Bragg_MAP` using, as in \ref{chap:Spectrometer_parameters_correction}, the Bragg law:

\[ E = \frac{n\hbar c}{2d \sin \theta_B} \]

and knowing that Bragg reflection order \( n = 2 \) and that double spacing between the crystal lattice planes \( 2d = 8.5096 \).

% photon energy parametric array in keV:
% 
% E_MAP = 2*hc ./ x2d ./ sin(out.Bragg_MAP)/1000;
% 
% radiation direction parametric array in degrees:
Theta = out.theta_MAP/2/pi*360;
% exit angle parametric array in degrees:
Phi = out.phi_MAP/2/pi*360;

The overall shift of the exit angle distribution with changing TAL motor position needs to be taken into consideration. This can be done by calculating the exit angle shift relative to the middle TAL position.

relative_angle = (TAL-TAL(floor(end/2)))*0.00225;

F.3 Verification of the spectrometer parameters corrections

Let’s have a look at the last file from the file series and let’s compare it with the calculated image form:

```
CCD_image_fig = figure;
surf(Profile{end},'LineStyle','none') ;
view([0, 0,-1])
hold on
plot(squeeze(out.X_P(:,5,:)),squeeze(out.Z_P(:,5,:)),'-k','LineWidth',2);
plot( out.X_P(:) ,out.Z_P(:),'-r','MarkerSize',4);
xlim([600,900])
title(file_list(end))
```

We can see that the form of the image is very well reproduced.
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F.4 CCD height dependent GEXRF profile

We can try to plot the GEXRF profile summing the CCD pixels along x direction and drawing it for each file as a one pixel wide column of height dependent integral intensity. The GEXRF profile will be a picture of a CCD height and width corresponding to number of files. In order to increase the angular resolution we will sum the CCD only over the region of the $K\alpha^1$ line occurrence i.e. in the [740:840] x pixel range.

```matlab
GEXRF_Profile_fig = figure;
GEXRF_Profile = cellfun(@(x) sum(x(:,740:840),2),Profile,...
'UniformOutput',false);
GEXRF_Profile = [GEXRF_Profile{:}];
surf(GEXRF_Profile,'LineStyle','none')
view([0, 0,-1])
title(Experiment)
xlabel('File number')
ylabel('vertical pixel')
hold on
```

We can clearly see that exit angle evolution depends on the vertical position on the CCD. The intensity raises quickest for pixels around 200.

Now we can compare the GEXRF profile with calculated distribution of exit angles. This time the x axis will represent the fluorescence radiation exit angle relative to the first measurement position. The calculated distribution of exit angles will be shifted to cross over peak of maximal GEXR intensity. We will see that also in that case the calculated shape fits well the measured data.

```matlab
figure(GEXRF_Profile_fig);cla;hold on
surf(relative_angle-min(relative_angle),1:400,...
GEXRF_Profile,'LineStyle','none')
plot( (max(max(out.phi(:,:,1))) - out.phi(:,5,1)) /2/pi*360 + 0.41,...
out.Z_P(:,5,1),'k');
plot( (max(max(out.phi(:,:,1))) - out.phi(:,:,1)) /2/pi*360 + 0.41,...
out.Z_P(:,:,1),'.r','MarkerSize',4);
xlabel('Relative exit angle [°\circ \circ \circ]')
ylabel('vertical pixel')
xlim([relative_angle(1),relative_angle(end)]-min(relative_angle))
```
F.5 Energy resolved GEXRF profile

The standard way to extract angular dependent GEXRF data is to reduce the ROI of the CCD only to central pixels in y direction and, in x direction, only to pixels upon occurrence of considered fluorescence line. Such a procedure solves the problem of not uniform exit angle value across the y dimension of the CCD. However the count rate loss is significantly decreased. Moreover the exit angle resolution is not optimal due to the integration over the width of a spectral line (the exit angle change along x direction of a CCD is equal to the Bragg angle change). In case of a Cr $K\alpha_1$ line it is about:

\[ \text{range}(\Phi(200,760:788)) \]

\[ \text{ans} = 0.0176 \]

which is three times more than the error on the exit angle distribution exit_angle_delta.

In order to increase both the count rate and the angular resolution we will transform the CCD images using the calculated parametric arrays.

F.5.1 CCD image transformations

Let's have a look at the last CCD image with the y axis transformed to radiation direction Theta:

```matlab
figure(CCD_image_fig);
cla
surf(E_MAP,Theta,Phi+relative_angle(end),Profile(end),'LineStyle','none');
view([0, 0,1])
xlabel('Energy [keV]')
ylabel('Theta angle [$^\circ$]')
zlabel('Exit angle [$^\circ$]')
axis('auto')
```
and now with the y axis transformed to exit angle $\Phi$

```matlab
view([0,-1,0])
```

We can plot additional CCD images in the same figure, for instance `Cr03TALProfile20`:

```matlab
hold on
surf(E_MAP,Theta,Phi+relative_angle(20),Profile{20},'LineStyle','none');
title( [Experiment , sprintf(' %d',20,numel(Profile)) ] )
```
We will get the energy resolved GEXRF profile by summing all the transformed CCD images along the exit angle axis.

**F.5.2 Sum of CCD images**

In order to sum the CCD images along the exit angle axis we need to define an image partition grid over which we will sum the pixels intensity. It is an arbitrary choice. For this tutorial we will choose:

- exit angle partition with the interval equating the exit angle error \( \text{exit\_angle\_delta} \),
- radiation direction partition with a 1° interval,
- photon energy partition equating the energy corresponding to middle pixels \( E_{\text{MAP}}(200,:) \).

```matlab
% pixel indexes in energy dimension:
[E_bin] = histc(E_MAP, E_range);

% pixel indexes in radiation direction dimension:
[T_bin] = histc(Theta, Theta_range);

% preallocation of the GEXRF_Profile2 array:
GEKRF_Profile2 = zeros( numel(Phi_all), max(E_bin(:)), max(T_bin(:)));

for i = 1:numel(Profile)
    % pixel indexes in exit angle dimension:
    [Phi_bin] = histc(Phi(i),Phi_all);

    % single image histogram:
    CCD_histogram = accumarray({Phi_bin(:)+1, E_bin(:)+1, T_bin(:)+1},
                               Profile{i},[]);

    % summed GEXRF profile:
    GEXRF_Profile2(1:max(Phi_bin(:)),:,:) = ...
    GEXRF_Profile2(1:max(Phi_bin(:)),:,:) = ... + CCD_histogram(2:end,2:end,2:end);
end
```

Let's image the result as an energy resolved GEXRF profile of a full CCD:
An now lets plot GEXRF profiles for different radiation directions:

```matlab
imagesc(Phi_all,Theta_range,squeeze(sum(GEXRF_Profile2,2))');
title('Experiment')
xlabel('Exit angle [$^\circ$]')
ylabel('Radiation direction [$^\circ$]')
```

![Image of GEXRF Profile](image_url)
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