Continuous interior penalty finite element method for the time-dependent Navier–Stokes equations: space discretization and convergence
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Abstract This paper focuses on the numerical analysis of a finite element method with stabilization for the unsteady incompressible Navier–Stokes equations. Incompressibility and convective effects are both stabilized adding an interior penalty term giving $L^2$-control of the jump of the gradient of the approximate solution over the internal faces. Using continuous equal-order finite elements for both velocities and pressures, in a space semi-discretized formulation, we prove convergence of the approximate solution. The error estimates hold irrespective of the Reynolds number, and hence also for the incompressible Euler equations, provided the exact solution is smooth.
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1 Introduction

In this paper we propose a finite element method using interior penalty stabilization for the incompressible Navier–Stokes equations. This method was introduced by Burman and Hansbo in [12], as an extension of the interior penalty method proposed by Douglas and Dupont in [17] to the case of pure transport problems or convection–dominated problems. Pressure stabilization for the Stokes problem was then considered by Burman and Hansbo in [11] and the Oseen’s problem was analyzed by Burman et al. in [10]. In the latter, a priori error estimates that hold uniformly in the Reynolds number were proven for sufficiently smooth solutions. In this paper we focus on the time dependent, non-linear Navier–Stokes equations. There exists a vast literature on finite element methods for the Navier–Stokes equations. Let us cite the monograph of Girault and Raviart [20] and the series of papers by Heywood and Rannacher [25–27]. In the case of stabilized finite elements using SUPG-like stabilizations, we cite the work of Johnson and Saranen [30] on a velocity-vorticity formulation, and the paper by Hansbo and Szepessy on the velocity-pressure formulation [23]. Other relevant works on the Navier–Stokes equations include the paper by Tobiska and Verfürth [35], the work by Blasco and Codina [15], the work on stabilized mixed methods for the Navier–Stokes equations by He, Lin and Sun [24], and the work on numerical methods for LES using hyperviscosity by Guermond and Prud’homme [22]. For relevant references on stabilized methods we refer to the subgrid viscosity method by Guermond [21], the orthogonal subscale method by Codina [14], the local projection method by Becker et al. [1,2,5] and the work on minimal stabilization procedures by Brezzi and Fortin [7].

The key issue in this paper is that the stabilization allows for estimates that are uniform in the Reynolds number. Hence the incompressible Euler equations are covered by the analysis. It is interesting to note that the present stabilized method allows for a complete decoupling of the analysis for the velocities and pressures. The only requirement for convergence is that the solution is sufficiently smooth, in a sense that will be detailed later, but most importantly we assume that the velocities \( u \in [L^2(0,T;H^{1/2+\epsilon}(\Omega)) \cap L^\infty(0,T;W^{1,\infty}(\Omega)) \cap H^1(0,T;L^2(\Omega))]^d \) and the pressure \( p \in L^2(0,T;H^{1/2+\epsilon}(\Omega)) \). In case the solution has sufficient additional regularity we obtain the quasi-optimal error estimate for the velocity approximation:

\[
\|u - u_h\|_{L^\infty(0,T;L^2(\Omega))} \leq Ch^{k+\frac{1}{2}} \|(u, p)\|_{L^2(0,T;H^{k+1}(\Omega))},
\]

where \( k \) denotes the polynomial order.

Our analysis is inspired by the one by Hansbo and Szepessy reported in [23], but our results using interior penalty stabilization are sharper. In fact, to control the convective velocity, which is only weakly divergence free, special non-linear stabilization terms are introduced in [23], leading to a more complex formulation and stronger regularity assumptions on the exact solution are required. In our case, the fact that the stabilization of the velocities is decoupled from the stabilization of the pressure allows us to prove convergence using essentially the stabilization terms of the linear case (see [10]), and under similar regularity assumptions. Moreover, we prove convergence for
all polynomial orders, whereas in [23] the analysis was restricted to piecewise linear approximations in space and in time.

In this work we only consider discretization in space. For the sake of simplicity we assume the fluid velocity to be dimensionless and that the mean fluid velocity equals one. As a result the local Reynolds number is given by \( \frac{h}{\nu} \). Focus will be put entirely on the convergence in the high Reynolds number regime \((\nu < h)\). The estimates are of course still valid in the low Reynolds number regime \((h < \nu)\), but then the regularity hypothesis may be relaxed while keeping optimal convergence if the stabilization parameters are properly chosen, see [10].

In the next section we introduce standard notation for the Navier–Stokes equations and briefly discuss the regularity assumptions. The stabilized finite element scheme, based on an interior penalty formulation, is introduced in Sect. 3. Some useful standard estimates are stated in Sect. 4. In Sect. 5, we study the wellposedness of the discrete scheme and its stability properties. The convergence analysis of the method is carried out in Sect. 6. First we prove convergence for the velocity and then for the pressure. The later requires an estimation of the error in the approximate acceleration. Finally, some conclusions are given in Sect. 7.

2 The time-dependent Navier–Stokes equations

Let \( \Omega \) be a Lipschitz-continuous domain in \( \mathbb{R}^d \) \((d = 2 \text{ or } 3)\) with a polyhedral boundary \( \partial \Omega \) and outward pointing normal \( \mathbf{n} \). For \( T > 0 \) we consider the problem of solving, for \( \mathbf{u}: \Omega \times (0, T) \rightarrow \mathbb{R}^d \) and \( p: \Omega \times (0, T) \rightarrow \mathbb{R} \), the time-dependent incompressible Navier–Stokes equations with homogeneous boundary conditions:

\[
\begin{aligned}
\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} - 2\nu \nabla \cdot \mathbf{\varepsilon} (\mathbf{u}) + \nabla p &= \mathbf{f} \quad \text{in} \quad \Omega \times (0, T), \\
\nabla \cdot \mathbf{u} &= 0 \quad \text{in} \quad \Omega \times (0, T), \\
\mathbf{u} &= 0 \quad \text{on} \quad \partial \Omega \times (0, T), \\
\mathbf{u}(\cdot, 0) &= \mathbf{u}_0 \quad \text{in} \quad \Omega.
\end{aligned}
\]

These equations describe the motion of a viscous incompressible fluid confined in \( \Omega \). In (1), \( \nu > 0 \) corresponds to the kinematic fluid viscosity coefficient, \( \mathbf{f}: \Omega \times (0, T) \rightarrow \mathbb{R}^d \) represents a given source term, \( \mathbf{u}_0: \Omega \rightarrow \mathbb{R}^d \) stands for the initial velocity and

\[
\mathbf{\varepsilon} (\mathbf{u}) \overset{\text{def}}{=} \frac{1}{2} \left[ \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right],
\]

for the strain rate tensor.

In the following, we will consider the usual Sobolev spaces \( W^{m,q}(\Omega) \), with norm \( \| \cdot \|_{m,q,\Omega} \), \( m \geq 0 \) and \( q \geq 1 \). In particular, we have \( L^q(\Omega) = W^{0,q}(\Omega) \). We use the standard notation \( H^m(\Omega) \overset{\text{def}}{=} W^{m,2}(\Omega) \). The norm of \( H^m(\Omega) \) is denoted by \( \| \cdot \|_{m,\Omega} \) and its semi-norm by \( | \cdot |_{m,\Omega} \). The space of \( L^2(\Omega) \) divergence free functions is denoted by \( H_0^1(\text{div}; \Omega) \). The scalar product in \( L^2(\Omega) \) is denoted by \( (\cdot, \cdot) \) and its norm by \( \| \cdot \|_{0,\Omega} \). The closed subspaces \( H^1_0(\Omega) \), consisting of functions in \( H^1(\Omega) \) with zero trace on \( \partial \Omega \), and \( L^2_0(\Omega) \), consisting of function in \( L^2(\Omega) \) with zero mean in \( \Omega \), will also be used.
Let us assume that the given functions \( f \) and \( u_0 \) have, at least, the following regularity properties
\[
f \in L^\infty(0, T; [L^2(\Omega)]^d), \quad u_0 \in [L^2(\Omega)]^d.
\]
For sufficiently regular functions \( u \) and \( p \), problem (1) holds if and only if
\[
\begin{aligned}
(\partial_t u, v) + c(u; u, v) + a(u, v) + b(p, v) &= (f, v), \quad \text{a.e. in } (0, T), \\
b(q, u) &= 0, \quad \text{a.e. in } (0, T), \\
\mathbf{u}(0) &= u_0, \quad \text{a.e. in } \Omega.
\end{aligned}
\]
for all \((v, q) \in [H^1_0(\Omega)]^d \times L^2_0(\Omega)\), and where
\[
\begin{aligned}
c(w; u, v) &\overset{\text{def}}{=} (w \cdot \nabla u, v), \\
a(u, v) &\overset{\text{def}}{=} 2(\nu \varepsilon(u), \varepsilon(v)), \\
b(p, v) &\overset{\text{def}}{=} -(p, \nabla \cdot v).
\end{aligned}
\]

2.1 Regularity assumptions

For the analysis below to make sense, the solution and initial data must have the minimal regularity
\[
\begin{aligned}
u &\in [L^2(0, T; H^{1+\epsilon}(\Omega)) \cap L^\infty(0, T; W^{1,\infty}(\Omega)) \cap H^1(0, T; L^2(\Omega))]^d, \\
p &\in L^2(0, T; H^{1+\epsilon}(\Omega)), \quad u_0 \in [H^{3/2+\epsilon}(\Omega) \cap H^1_0(\Omega)]^d \cap H_0(\text{div}; \Omega).
\end{aligned}
\] (4)

In this paper we will for simplicity make the stronger regularity assumption
\[
\begin{aligned}
u &\in [L^\infty(0, T; W^{1,\infty}(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap L^\infty(0, T; H^r(\Omega))]^d, \\
p &\in L^2(0, T; H^s(\Omega)), \quad u_0 \in [H^r(\Omega) \cap H^1_0(\Omega)]^d \cap H_0(\text{div}; \Omega).
\end{aligned}
\] (5)

with \( r, s \geq 2 \), in order to use approximability and get optimal order estimates for the velocity.

Our pressure error estimates are bounded by the \( L^2 \)-norm of the error in the approximate acceleration \( \partial_t \mathbf{u}_h \). The error estimate we provide for this quantity requires the following additional regularity
\[
\begin{aligned}
u &\in [H^1(0, T; H^r(\Omega))]^d, \\
p &\in L^2(0, T; H^s(\Omega)) \cap H^1(0, T; H^1(\Omega)).
\end{aligned}
\] (6)
3 Space semi-discretization

In this section we introduce a finite element discretization of problem (2) based on a weakly consistent interior penalty formulation with equal-order interpolations.

3.1 Preliminaries

Let \(\{T_h\}_{0 < h \leq 1}\) be a family of triangulations of the domain \(\Omega\) without hanging nodes. For each triangulation \(T_h\), the subscript \(h \in (0, 1]\) refers to the level of refinement of the triangulation, which is defined by

\[
h \overset{\text{def}}{=} \max_{K \in T_h} h_K, \quad h_K \overset{\text{def}}{=} \max_{e \subset \partial K} h_e,
\]

with \(h_e\) the diameter of the face \(e\).

Moreover we will assume that the family of triangulations \(\{T_h\}_{0 < h \leq 1}\) is quasi-uniform, i.e.,

\[
\frac{h_K}{\rho_K} < C_R, \quad h_K \geq C_U h, \quad \forall K \in T_h, \quad \forall h \in (0, 1],
\]

(7)

where \(\rho_K\) stands for the diameter of the largest inscribed ball in \(K\) and \(C_R, C_U > 0\) are fixed constants.

In what follows, the word faces refers to edges in 2D and faces in 3D, and the distinction will not be made unless necessary. For a given piecewise continuous function \(\varphi\), the jump \([\varphi]_e\) over a face \(e\) is defined by

\[
[\varphi]_e(x) \overset{\text{def}}{=} \lim_{t \to 0^+} \left( \varphi(x - tn_e) - \varphi(x + tn_e) \right), \quad \text{if} \quad e \not\subset \partial \Omega,
\]

\[
0, \quad \text{if} \quad e \subset \partial \Omega,
\]

where \(n_e\) is a fixed but arbitrary normal unit vector on \(e\) and \(x \in e\).

In this paper, we let \(V_h^k\) denote the standard space of continuous piecewise polynomial functions of degree \(k \geq 1\),

\[
V_h^k \overset{\text{def}}{=} \left\{ v \in H^1(\Omega) : v|_K \in P_k(K), \quad \forall K \in T_h \right\},
\]

and \(H^2(T_h)\) the space of piecewise \(H^2\) functions,

\[
H^2(T_h) \overset{\text{def}}{=} \left\{ v : \Omega \longrightarrow \mathbb{R} : v|_K \in H^2(K), \quad \forall K \in T_h \right\}.
\]

(8)

For the velocities we will use the space \([V_h^k]^d\) and for the pressure we will use \(Q_h^k \overset{\text{def}}{=} V_h^k \cap L_0^2(\Omega)\).
3.2 An interior penalty finite element method

Denoting the product space $W_h^k \equiv [V_h^k]^d \times Q_h^k$ our space semi-discretized scheme reads: for all $t \in (0, T)$, find $(u_h(t), p_h(t)) \in W_h^k$ such that

\[
(\frac{\partial}{\partial t} u_h, v_h) + (A + J)[u_h; (u_h, p_h), (v_h, q_h)] = (f, v_h),
\]

\[
u_h(0) = u_{0,h},
\]

for all $(v_h, q_h) \in W_h^k$ and with $u_{0,h}$ a suitable approximation of $u_0$ in $[V_h^k]^d$. In (9) we used the following notations:

\[
A[w_h; (u_h, p_h), (v_h, q_h)] \equiv a_h(u_h, v_h) + c_h(w_h; u_h, v_h)
\]

\[
+ b_h(p_h, v_h) - b_h(q_h, u_h),
\]

\[
c_h(w_h; u_h, v_h) \equiv c(w_h; u_h, v_h) + \frac{1}{2} \langle \nabla \cdot w_h, v_h \rangle
\]

\[
- \frac{1}{2} \langle w_h \cdot n u_h, v_h \rangle_{\partial\Omega},
\]

\[
a_h(u_h, v_h) \equiv a(u_h, v_h) - \langle 2 \nu \epsilon(u_h)n, v_h \rangle_{\partial\Omega} - \langle u_h, 2 \nu \epsilon(v_h)n \rangle_{\partial\Omega}
\]

\[
+ \langle \gamma_v \nu_h, v_h \rangle_{\partial\Omega} + \langle u_h \cdot n, v_h \cdot n \rangle_{\partial\Omega},
\]

\[
b_h(p_h, v_h) \equiv b(p_h, v_h) + \langle p_h, v_h \cdot n \rangle_{\partial\Omega},
\]

\[
J[w_h; (u_h, p_h), (v_h, q_h)] \equiv j_w(u_h, v_h) + \gamma j(u_h, v_h)
\]

\[
+ j(p, q_h),
\]

with

\[
j_w(u_h, v_h) \equiv \sum_{K \in T_h} \int h_K^2 [I_h^1 w_h \cdot n]^{-2} \nabla u_h : \nabla v_h \, ds,
\]

\[
j(u_h, v_h) \equiv \sum_{K \in T_h} \int h_K^2 \nabla u_h : \nabla v_h \, ds,
\]

\[
j(p_h, q_h) \equiv \sum_{K \in T_h} \int h_K^2 \nabla p_h : \nabla q_h \, ds.
\]

Here, $I_h^1 w_h$ denotes the interpolation of $w_h$ onto the space $[V_h^1]^d$ (continuous piecewise linear) and $\gamma, \gamma_v$ two positive constants to be fixed later on.

Some remarks are in order. We point out that the additional terms appearing in the discrete bilinear form $A$, compared to the formulation (2), are due to the non satisfaction of the divergence free condition and to the weakly imposed boundary conditions of Nitsche type. To counter effects of insufficient control of the divergence free condition, an artificial term is added that ensures coercivity while remaining strongly consistent [33] (since $\nabla \cdot u = 0$ for the exact solution). The Nitsche type boundary
conditions are inspired by those analyzed in [10] and [19]. In the stabilization term $j_{w_h} (\cdot, \cdot) \cdot w_h(\cdot, \cdot)$ we use the $P_1$-interpolant of the velocity vector $w_h$ as weight. This may be replaced by the function $w_h$ itself or the max value of $w_h$ on the face depending on what is most convenient from implementation standpoint. The analysis below carries over to these versions with minor modifications.

The discrete formulation (9) satisfies the following approximate Galerkin Orthogonality.

**Lemma 1 (Approximate Galerkin Orthogonality)** Let $(u, p)$ be the solution of (1), $(u_h, p_h) \in W_h$ the solution of (9) and assume that $(u, p)$ has the minimal regularity (4). Then,

$$(\partial_t (u - u_h), v_h) + A[u; (u, p), (v_h, q_h)] - (A + J)[u_h, (u_h, p_h), (v_h, q_h)] = 0, \ a.e. \ in \ (0, T),$$

for all $(v_h, q_h) \in W_h^k$.

**Proof** This is an immediate consequence of the consistency of the standard Galerkin method. 

4 Interpolation

In this section we shall state some standard estimates that will be useful for the convergence analysis below. First, we recall the following local inverse estimate (see [18, page 75], for instance): for all $v_h \in V_h^k$, and $K \in T_h$, $0 < h \leq 1$, there holds

$$\|v_h\|_{l, p, K} \leq C_1 h^{-m+\delta\left(\frac{1}{p} - \frac{1}{q}\right)} \|v_h\|_{m, q, K}, \quad (16)$$

with $C_1$ a positive constant, independent of $h, K, p$ and $q$, and where $0 \leq m \leq l$ and $1 \leq p, q \leq \infty$.

Let $\Pi_h^k$ and $I_h^k$ be, respectively, the $L^2$-projection and the Lagrange interpolant on $V_h^k$. For $u \in H^r(\Omega), r \geq 2$ , we have the following standard error estimate (see [18], for instance),

$$\|I_h^k u - u\|_{0, \Omega} + h\|\nabla (I_h^k u - u)\|_{0, \Omega} \leq Ch^r u \|u\|_{r, \Omega}, \quad (17)$$

where $r_u \defeq \min\{r, k + 1\}$. The following stability estimates for the $L^2$-projection hold,

$$\|\Pi_h^k u\|_{0, \Omega} \leq C \|u\|_{0, \Omega},$$

$$\|\Pi_h^k u\|_{1, \Omega} \leq C \|u\|_{1, \Omega}, \quad (18)$$

for all $u \in H^1(\Omega)$. Thus, from (17), we then deduce that

$$\|u - \Pi_h^k u\|_{0, \Omega} + h\|\nabla (u - \Pi_h^k u)\|_{0, \Omega} \leq Ch^r u \|u\|_{r, \Omega}, \quad (19)$$
for \( u \in H^r(\Omega) \). In addition, the following stability result holds where \( C_\pi > 0 \) is a constant independent of \( h \) (but not of the polynomial order),

\[
\| \Pi_h^k u \|_{0, \infty, \Omega} \leq C_\pi \| u \|_{0, \infty, \Omega}, \quad \forall u \in L^\infty(\Omega), \tag{20}
\]

\[
\| \Pi_h^k u \|_{1, \infty, \Omega} \leq C_\pi \| u \|_{1, \infty, \Omega}, \quad \forall u \in W^{1, \infty}(\Omega). \tag{21}
\]

The second estimate easily follows from the first noting that, from (16), we have

\[
\| \nabla \Pi_h^k u \|_{0, \infty, \Omega} = \| \nabla (\Pi_h^k u - \Pi_{\tilde{K}}^0 u) \|_{0, \infty, \tilde{K}} \\
\leq C h^{-1} \| \Pi_h^k u - \Pi_{\tilde{K}}^0 u \|_{0, \infty, \tilde{K}} \\
\leq C h^{-1} \left( \| \Pi_h^k u - u \|_{0, \infty, \Omega} + \| u - \Pi_{\tilde{K}}^0 u \|_{0, \infty, \tilde{K}} \right) \\
\leq C h^{-1} \left( \| I_h^k u - u \|_{0, \infty, \Omega} + \| u - \Pi_{\tilde{K}}^0 u \|_{0, \infty, \tilde{K}} \right),
\]

where \( \tilde{K} \in T_h \) stands for the element where the maximum value is taken, and \( \Pi_{\tilde{K}}^0 u \) denotes the \( L^2 \)-projection of \( u \) onto a piecewise constant on \( \tilde{K} \). Applying now (20) to the first term of the right hand side we conclude

\[
\| \nabla \Pi_h^k u \|_{0, \infty, \Omega} \leq C h^{-1} \left( \| I_h^k u - u \|_{0, \infty, \Omega} + \| u - \Pi_{\tilde{K}}^0 u \|_{0, \infty, \tilde{K}} \right) \\
\leq C \| \nabla u \|_{0, \infty, \Omega}.
\]

It then follows that

\[
\| \Pi_h^k u - u \|_{0, \infty, \Omega} + h \| \Pi_h^k u - u \|_{1, \infty, \Omega} \leq C h \| u \|_{1, \infty, \Omega}, \tag{22}
\]

for all \( u \in W^{1, \infty}(\Omega) \).

The results (20) and (21) have been proved in [4,6,16] for low order elements. We would like to point to the last reference, which readily extends this results to higher order elements and which gives weighted estimates. Using these estimates, the assumption of mesh quasi-uniformity in the present paper may be relaxed to local quasi-uniformity.

In order to handle the non-linear terms, we shall also need a discrete commutator property, which is stated in the following lemma (for a proof, see [3,29]).

\[\textbf{Lemma 2} \quad \text{Let } S Z_h^k : W^{1, \infty}(\Omega) \rightarrow V_h^k \text{ denote the Scott-Zhang interpolator [32]. There exists a constant } C_B > 0 \text{ independent of } h, \text{ such that for all } u \in W^{1, \infty}(\Omega) \text{ and } v_h \in V_h^k, \]

\[
\|SZ_h^k(uv_h) - uv_h\|_{0, \Omega} \leq C_B h \| u \|_{1, \infty, \Omega} \| v_h \|_{0, \Omega}.
\]

The following corollary is a direct consequence of the previous result.
Corollary 1 For all \( u \in W^{1,\infty}(\Omega) \) and \( v_h \in V_h^k \) there holds

\[
\| \Pi_h^k(u v_h) - u v_h \|_{0,\Omega} \leq h \| u \|_{1,\infty,\Omega} \| v_h \|_{0,\Omega},
\]

\[
\| \Pi_h^k(u v_h) - \Pi_h^k u v_h \|_{0,\Omega} \leq h \| u \|_{1,\infty,\Omega} \| v_h \|_{0,\Omega}.
\]

(23)

For the error analysis, we shall also use the trace inequality

\[
\| v \|_{0,\partial K}^2 \leq C \left( h^{-1}_K \| v \|_{0,K}^2 + h_K \| \nabla v \|_{0,K}^2 \right), \quad \forall v \in H^1(K),
\]

(24)

see [13] (or [34] for a detailed proof). In particular, by combining the above estimate with the inverse inequality (16), it follows that

\[
\| v_h \|_{0,\partial K}^2 \leq C_T h^{-1}_K \| v_h \|_{0,K}^2. \quad \forall v_h \in V_h^k.
\]

(25)

The uniform (in \( \nu \)) stability of the present method relies on the fact that the gradient jumps in (9) can control some interpolation errors of the stream-line derivative, divergence and pressure gradient. This is formalized, in the following lemma, by establishing some error bounds for the Oswald quasi-interpolant \( \pi_h^* \) (see [28,31]).

**Definition 1** For each node \( x_i \), let \( n_i \) be the number of elements containing \( x_i \) as a node. We define a quasi-interpolant \( \pi_h^* \) of degree \( k \) by

\[
\pi_h^* v(x_i) \overset{\text{def}}{=} \frac{1}{n_i} \sum_{\{ K : x_i \in K \}} v|_K(x_i), \quad \forall v \in [H^2(T_h)]^d.
\]

with \( H^2(T_h) \) given by (8).

**Lemma 3** There exist three constants \( \gamma_i > 0, \ i = 1, 2, 3 \), depending on the local mesh geometry, but not on the mesh size \( h \), such that

\[
\| h^{\frac{1}{2}} (w_h \cdot \nabla v_h - \pi_h^*(w_h \cdot \nabla v_h)) \|_{0,\Omega}^2 \leq \gamma_1 \, j_{w_h}(v_h, v_h),
\]

(26)

\[
\| h^{\frac{1}{2}} (\nabla \cdot v_h - \pi_h^*(\nabla \cdot v_h)) \|_{0,\Omega}^2 \leq \gamma_2 \, j(v_h, v_h),
\]

(27)

\[
\| h^{\frac{1}{2}} (\nabla q_h - \pi_h^*(\nabla q_h)) \|_{0,\Omega}^2 \leq \gamma_3 \, j(q_h, q_h),
\]

(28)

for all \((v_h, q_h, w_h) \in [V_h^k]^d \times V_h^k \times [V_h^1]^d\).

**Proof** A proof of (26)–(28) can be found in [8,10]. \( \square \)

We introduce now, for each \( w_h \in [V_h^1]^d \) given, the triple-norm

\[
\| (v_h, q_h) \|_{w_h}^2 \overset{\text{def}}{=} \| v_h \|^2 + J[w_h; (v_h, q_h), (v_h, q_h)].
\]

(29)
with
\[
\|\mathbf{v}_h\|_0^2 \overset{\text{def}}{=} \|v^\frac{1}{2} \nabla \mathbf{v}_h\|^2_{0,\Omega} + \|h^\frac{1}{2} \nabla \cdot \mathbf{v}_h\|^2_{0,\Omega} + \|(\gamma_0 v)^\frac{1}{2} h^{-\frac{1}{2}} \mathbf{v}_h\|^2_{\partial\Omega,0} + \|\mathbf{v}_h \cdot \mathbf{n}\|^2_{\partial\Omega,0}
\]

For the continuity of the Stokes system, with Nitsche boundary conditions, it is also convenient to introduce a norm valid for functions \((\mathbf{v}, q) \in [H^{\frac{3}{2}+\epsilon}(\Omega)]^d \times H^{\frac{1}{2}+\epsilon}(\Omega),\)

\[
\|[(\mathbf{v}, q)]\|_0^2 \overset{\text{def}}{=} \|v^\frac{1}{2} \nabla \mathbf{v}\|^2_{0,\Omega} + \|h^\frac{1}{2} \nabla \cdot \mathbf{v}\|^2_{0,\Omega} + \|h^{-\frac{1}{2}} q\|^2_{0,\Omega} + \|h^{-\frac{1}{2}} \mathbf{v}\|^2_{0,\partial\Omega,0} + \|q\|^2_{0,\partial\Omega,0}.
\]

For these two norms we have the following approximation result.

**Lemma 4** Assume that (5) holds. Then we have

\[
\|[(\mathbf{u} - \Pi^k_h \mathbf{u}, p - \Pi^k_h p)]\|_0 \leq C (v^\frac{1}{2} + h^\frac{1}{2}) h^{r_u-1} \|\mathbf{u}\|_{r_u,\Omega} + Ch^{r_p-\frac{1}{2}} \|p\|_{r_p,\Omega},
\]

and

\[
\|[(\mathbf{u} - \Pi^k_h \mathbf{u}, p - \Pi^k_h p)]\| \leq C (v^\frac{1}{2} + h^\frac{1}{2}) h^{r_u-1} \|\mathbf{u}\|_{r_u,\Omega} + Ch^{r_p-\frac{1}{2}} \|p\|_{r_p,\Omega},
\]

with \(r_u \overset{\text{def}}{=} \min\{r, k + 1\}\) and \(r_p \overset{\text{def}}{=} \min\{s, k + 1\}, C > 0\) a constant depending only on \(\gamma_0, \gamma\).

**Proof** From (19) we have

\[
\|v^\frac{1}{2} \nabla (\mathbf{u} - \Pi^k_h \mathbf{u})\|_{0,\Omega}^2 \leq C v h^{2(r_u-1)} \|\mathbf{u}\|_{r_u,\Omega}^2,
\]

and

\[
\|h^\frac{1}{2} \nabla \cdot (\mathbf{u} - \Pi^k_h \mathbf{u})\|_{0,\Omega}^2 \leq C h^{2r_u-1} \|\mathbf{u}\|_{r_u,\Omega}^2.
\]

We treat the boundary terms using the trace inequality (24) in combination with (19) and the quasi-uniformity of the triangulation (7), yielding

\[
\|\mathbf{u} - \Pi^k_h \mathbf{u}\|_{0,\partial\Omega}^2 \leq C \sum_{e \subset \partial\Omega} \left(h^{-1}_{K_e} \|\mathbf{u} - \Pi^k_h \mathbf{u}\|_{0,K_e}^2 + h_{K_e} \|\nabla (\mathbf{u} - \Pi^k_h \mathbf{u})\|_{0,K_e}^2\right)
\]

\[
\leq C h^{2r_u-1} \|\mathbf{u}\|_{r_u,\Omega}^2.
\]
where $K_e$ denotes the simplex such that $e \subset \partial K_e \cap \partial \Omega$. The interior penalty terms are treated in the same fashion as the boundary terms. We have

$$j(u - \Pi_h^k u, u - \Pi_h^k u) = \sum_{K \in T_h} h_K^2 \int_{\partial K} \| \nabla (u - \Pi_h^k u) \|^2 ds$$

$$\leq C \sum_{K \in T_h} h_K^2 \| \nabla (u - \Pi_h^k u) \|^2_{0, \partial K}$$

$$\leq C \sum_{K \in T_h} \left( h_K \| \nabla (u - \Pi_h^k u) \|^2_{0, K} + h_K^3 \| \nabla^2 (u - \Pi_h^k u) \|^2_{0, K} \right)$$

$$\leq C \left( h \| \nabla (u - \Pi_h^k u) \|^2_{0, \Omega} + h^3 \| \nabla^2 (u - \Pi_h^k u) \|^2_{0, \Omega} \right)$$

$$\leq Ch^{2u-1} \| u \|^2_{r_a, \Omega}.$$

Obviously, the pressure jump term is treated using the same argument, which completes the proof of (31).

To prove (32) we simply note that by trace inequalities and the stability of the $L^2$-projection there holds

$$\| (\nu h)^{1/2} \nabla (u - \Pi_h^k u) \|^2_{0, \partial \Omega} \leq C \| \nu^{1/2} \nabla (u - I_h^k u) \|^2_{0, \partial \Omega}$$

$$+ C h^2 \sum_{K \in T_h} \| \nu^{1/2} (u - I_h^k u) \|^2_{2, K}$$

$$\leq C \| \nu h^{2(r_u-1)} \| u \|^2_{r_a, \Omega}.$$

To conclude, we apply the inequality (33) to the term $\| p - \Pi_h^k p \|^2_{0, \partial \Omega}$. \qed

Finally, we shall also make use of the following projection operator, based on a Stokes-like problem. For each $u \in [H^{3/2} + \epsilon (\Omega) \cap H^1_0 (\Omega)]^d \cap H_0 (\nabla; \Omega)$, we denote by $S_h^k u \overset{\text{def}}{=} (P_h^k u, R_h^k u) \in W_h^k$ the unique solution of

$$\begin{cases}
(P_h^k u, v_h) + a_h (P_h^k u, v_h) + b_h (R_h^k u, v_h) \\
+ \gamma j (P_h^k u, v_h) = (u, v_h) + a_h (u, v_h), \\
- b_h (q_h, P_h^k u) + j (R_h^k u, q_h) = 0,
\end{cases} \quad (34)$$

for all $(v_h, q_h) \in W_h^k$.

By assuming that $u$ is also sufficiently regular in time, so that the projection makes sense at each time $t$, we have the following approximation result, whose proof is based on the results reported in [10].
Lemma 5 Let $u \in [L^\infty(0, T; H^r(\Omega) \cap H^1_0(\Omega))]^d \cap H_0(\text{div}; \Omega)$. The following error estimate for the projection $P^k_h$ holds:

$$
\|u - P^k_h u\|_{L^\infty(0,T;L^2(\Omega))} \leq C (v^{\frac{1}{2}} + h^{\frac{1}{2}}) h^{r_u-1} \|u\|_{L^\infty(0,T;H^{r_u}(\Omega))}.
$$

Moreover, if in addition $\partial_t u \in [L^2(0, T; H^r(\Omega))]^d$, we have

$$
\|\partial_t (u - P^k_h u)\|_{L^2(0,T;L^2(\Omega))} \leq C (v^{\frac{1}{2}} + h^{\frac{1}{2}}) h^{r_u-1} \|\partial_t u\|_{L^2(0,T;H^{r_u}(\Omega))}.
$$

With $r_u \overset{\text{def}}{=} \min\{r, k+1\}$ and $C > 0$ independent of $v$ and $h$.

5 Stability

In this section we investigate the wellposedness and some stability properties of the discrete scheme (9).

5.1 Existence and uniqueness of discrete solution

The following modified inf-sup condition states the stability of the discrete pressures.

Lemma 6 There exists two constants $C, \beta > 0$, independent of $h$ and $v$, such that

$$
\sup_{v_h \in [V^k_h]^d} \frac{|b_h(q_h, v_h)|}{\|v_h\|_{1,\Omega}} + C h^{\frac{1}{2}} j (q_h, q_h)^{\frac{1}{2}} \geq \beta \|q_h\|_{0,\Omega}, \tag{35}
$$

for all $q_h \in Q^k_h$.

Proof Let $q_h \in Q^k_h$. From [20, Corollary 2.4], there exists $v_q \in [H^1_0(\Omega)]^d$ such that

$$
\nabla \cdot v_q = q_h, \quad \|v_q\|_{1,\Omega} \leq C \|q_h\|_{0,\Omega}. \tag{36}
$$

Thus, using integration by parts and (13), we have

$$
\|q_h\|_{0,\Omega}^2 = (q_h, \nabla \cdot v_q) = (q_h, \nabla \cdot v_q - \nabla \cdot \Pi^k_h v_q) + (q_h, \nabla \cdot \Pi^k_h v_q) = (\nabla q_h, v_q - \Pi^k_h v_q) - (q_h, \Pi^k_h v_q) \cdot n_{\partial\Omega} + (q_h, \nabla \cdot \Pi^k_h v_q)\tag{37}
$$

with

$$
(q_h, \nabla \cdot \Pi^k_h v_q) = (\nabla q_h, v_q - \Pi^k_h v_q) - b_h (q_h, \Pi^k_h v_q).
$$
In particular, using the orthogonality of the $L^2$-projection, Cauchy–Schwarz inequality, Lemma 3 and (19), we get

\[
|\nabla q_h, v_q - \Pi_h^k v_q| = |\nabla q_h - \Pi_h^k (\nabla q_h), v_q - \Pi_h^k v_q| \\
\leq \|\nabla q_h - \Pi_h^k (\nabla q_h)\|_{0,\Omega} \|v_q - \Pi_h^k v_q\|_{0,\Omega} \\
\leq C h^{-\frac{1}{2}} j(q_h, q_h)^\frac{1}{2} \|v_q - \Pi_h^k v_q\|_{0,\Omega} \\
\leq C h^{\frac{1}{2}} j(q_h, q_h)^\frac{1}{2} \|v_q\|_{1,\Omega}.
\]

Thus, from (37), if follows that

\[
|b_h(q_h, \Pi_h^k v_q)| + C h^{\frac{1}{2}} j(q_h, q_h)^\frac{1}{2} \|v_q\|_{1,\Omega} \geq \|q_h\|^2_{0,\Omega}.
\]

In addition, from (18) and (36), we have

\[
\|\Pi_h^k v_q\|_{1,\Omega} \leq C \|v_q\|_{1,\Omega} \\
\leq C \|q_h\|_{0,\Omega}
\]

which completes the proof. \qed

**Remark 1** Note the factor $h^{\frac{1}{2}}$ in front of the stabilization operator in equation (35). This shows that the stabilization of the pressure may be relaxed while keeping a uniform inf-sup condition. In the low Reynolds number regime this observation may be used to obtain optimal convergence estimates when $u \in H^r(\Omega)$ and $p \in H^{r-1}(\Omega)$, $r \geq 2$. See [10] for further details.

At this point, it is worth introducing the following discrete pressure and velocity subspaces:

\[
C_{h,k}^1 \overset{\text{def}}{=} \left\{ q_h \in Q_h^k : j(q_h, q_h) = 0 \right\}, \\
V_{h,k}^{\text{div}} \overset{\text{def}}{=} \left\{ v_h \in [V_h^k]^d : b_h(q_h, v_h) = 0, \forall q_h \in C_{h,k}^1 \right\}.
\]

Clearly $Q_h^k \cap C^1(\Omega) \subset C_{h,k}^1$, and since $P_h^k(\Omega) \subset Q_h^k \cap C^1(\Omega)$, it then follows that $C_{h,k}^1 \neq \{0\}$. On the other hand, next corollary (which is a direct consequence of Lemma 6) states that $V_{h,k}^{\text{div}}$ is also non-trivial (i.e., $V_{h,k}^{\text{div}} \neq \{0\}$).

**Corollary 2** There exist a constant $\beta > 0$, independent of $h$ and $v$, such that

\[
\inf_{q_h \in C_{h,k}^1} \sup_{v_h \in [V_h^k]^d} \frac{|b_h(q_h, v_h)|}{\|q_h\|_{0,\Omega} \|v_h\|_{1,\Omega}} \geq \beta.
\]

We now may state the main result of this paragraph.

**Theorem 1** The discrete problem (9) with $u_{0,h} \in V_{h,k}^{\text{div}}$ has a unique solution $(u_h, p_h) \in C^1(0, T; [V_h^k]^d) \times C^0(0, T; Q_h^k)$. 

\[\circ\] Springer
Proof The result follows from the Cauchy–Lipschitz theorem and Corollary 2. We refer to [9] for the details (see also [10]). □

Remark 2 In order to ensure convergence, in the following we shall set $u_{0,h} = P^k_h u_0 \in V^{\text{div}}_{h,k}$.

5.2 Coercivity

The following Lemma provides control (uniform in $\nu$) of the divergence constraint through the stabilization terms.

Lemma 7 (Divergence control) Assume $(u_h, p_h) \in W^k_h$ be a solution of (9). There exists a constant $C > 0$, depending only on the mesh geometry, such that

$$C \| h^{\frac{1}{2}} \nabla \cdot u_h \|_{0,\Omega}^2 \leq J[0; (u_h, p_h), (u_h, p_h)] + \| u_h \cdot n \|_{0,\partial \Omega}^2.$$ 

Proof By testing (9) with $v_h = 0$ we get

$$(q_h, \nabla \cdot u_h) = (q_h, u_h \cdot n)_{\partial \Omega} + j(p_h, q_h) = 0.$$

Thus, taking $q_h = \pi^*_{h}(h \nabla \cdot u_h)$ yields

$$\| h^{\frac{1}{2}} \nabla \cdot u_h \|_{0,\Omega}^2 + (\nabla \cdot u_h, \pi^*_{h}(h \nabla \cdot u_h) - h \nabla \cdot u_h)$$

$$= (\pi^*_{h}(h \nabla \cdot u_h), u_h \cdot n)_{\partial \Omega} - j(p_h, \pi^*_{h}(h \nabla \cdot u_h)).$$

It follows then, by the quasi-uniformity of the mesh, a Cauchy–Schwarz inequality, a trace inequality and an inverse inequality, that

$$\frac{1}{2} \| h^{\frac{1}{2}} \nabla \cdot u_h \|_{0,\Omega}^2 \leq \frac{1}{2} \| h^{\frac{1}{2}} (\pi^*_{h}(\nabla \cdot u_h) - \nabla \cdot u_h) \|_{0,\Omega}^2$$

$$+ C \left( \| u_h \cdot n \|_{0,\partial \Omega} + j^{\frac{1}{2}}(p_h, p_h) \right) \| h^{\frac{1}{2}} \pi^*_{h}(\nabla \cdot u_h) \|_{0,\Omega}.$$ 

Therefore, using the triangle inequality and the $L^2$-stability of the Oswald interpolant, this yields

$$\frac{1}{2} \| h^{\frac{1}{2}} \nabla \cdot u_h \|_{0,\Omega}^2 \leq C \| h^{\frac{1}{2}} (\pi^*_{h}(\nabla \cdot u_h) - \nabla \cdot u_h) \|_{0,\Omega}^2$$

$$+ C \left( \| u_h \cdot n \|_{0,\partial \Omega} + j^{\frac{1}{2}}(p_h, p_h) \right) \| h^{\frac{1}{2}} \nabla \cdot u_h \|_{0,\Omega}.$$ 

We conclude using a Young’s inequality and the interpolation result (27). □

Using Lemma 7 we may now show that the bilinear form is coercive for the triple norm $\| \cdot \|_{w_h}$.
Lemma 8 (Coercivity) There exists a constant $C_A > 0$, depending only on $\Omega$ and $\gamma_\nu$, such that

$$(A + J)[w_h; (v_h, q_h), (v_h, q_h)] \geq C_A \| (v_h, q_h) \|^2_{w_h},$$

for all $(w_h, (v_h, q_h)) \in [V^k_h]^d \times W^k_h$.

Proof From (9) we have

$$(A + J)[w_h; (v_h, q_h), (v_h, q_h)] \geq 2 \| v^{1/2} \varepsilon(v_h) \|^2_{0, \Omega}$$

$$+ J[w_h; (v_h, q_h), (v_h, q_h)] + \| \gamma_\nu^{1/2} (v/h)^{1/2} v_h \|^2_{0, \partial \Omega}$$

$$+ \| v_h \cdot n \|^2_{0, \partial \Omega} - (4 \nu \varepsilon(v_h)n, v_h)_{\partial \Omega},$$

where we used the fact that, after integration by parts,

$$(w_h \cdot \nabla v_h, v_h) = \frac{1}{2} \left[ (w_h \cdot n v_h, v_h)_{\partial \Omega} - (\nabla \cdot w_h v_h, v_h) \right].$$

The last term in (38) can be bounded using the Cauchy–Schwarz inequality followed by (25) and the quasi-uniformity of the mesh (7), to obtain

$$| (4 \nu \varepsilon(v_h)n, v_h)_{\partial \Omega} | \leq \frac{8}{C_U \gamma_\nu} \| v^{1/2} \varepsilon(v_h) \|^2_{0, \Omega} + \frac{1}{2} \| \gamma_\nu^{1/2} (v/h)^{1/2} v_h \|^2_{0, \partial \Omega}.$$

In what follows we will assume that

$$\gamma_\nu > 4 \frac{C_T}{C_U} > 0,$$

and therefore

$$\lambda(\gamma_\nu) \overset{\text{def}}{=} 2 - 8 \frac{C_T}{C_U \gamma_\nu} > 0.$$

From (38), we then get

$$(A + J)[w_h; (v_h, q_h), (v_h, q_h)] \geq \lambda(\gamma_\nu) \| v^{1/2} \varepsilon(v_h) \|^2_{0, \Omega}$$

$$+ J[w_h; (v_h, q_h), (v_h, q_h)] + \frac{1}{2} \| \gamma_\nu^{1/2} (v/h)^{1/2} v_h \|^2_{0, \partial \Omega}$$

$$+ \| v_h \cdot n \|^2_{0, \partial \Omega},$$
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and consequently
\[
(A + J)[w_h; (v_h, q_h), (v_h, q_h)] \\
\geq \min \left\{ \lambda(\gamma_v), \frac{\gamma_v}{4h} \right\} \left( \|v^{\frac{1}{2}} e(v_h)\|_{L^2, \Omega}^2 + \|v^{\frac{1}{2}} v_h\|_{L^2, \partial\Omega}^2 \right) \\
+ J[w_h; (v_h, q_h), (v_h, q_h)] + \frac{1}{4} \|\gamma_v^{\frac{1}{2}} (v/h)^{\frac{1}{2}} v_h\|_{L^2, \partial\Omega}^2 \\
+ \|v_h \cdot n\|_{L^2, \partial\Omega}^2.
\]
In particular, by choosing (accordingly with (39))
\[
\gamma_v \overset{\text{def}}{=} \frac{1}{8} + 4 \frac{C_T}{C_U},
\]
and since $0 < h \leq 1$, one obtains
\[
\lambda(\gamma_v) < \frac{\gamma_v}{4h}.
\]
We conclude the proof using Korn’s inequality and Lemma 7.

6 Convergence

We now prove convergence first of the velocities and then of the pressures. Since the problem decomposes into one linear part and one non-linear part it is convenient first to recall a preliminary result regarding the continuity of the Stokes system from [10].

**Lemma 9** There exists a constant $C > 0$, independent of $v$ and $h$, such that
\[
a_h(v, v_h) - b_h(q, v_h) + b_h(q_h, v) \leq C \|\| (v, q) \|\| \| (v_h, q_h) \|_0,
\]
for all $(q, v) \in [(V_h^k)^d \times (V_h^k)^d] \cap [H^{\frac{1}{2}+\epsilon} (T_h) \times [H^{\frac{1}{2}+\epsilon} (T_h)]^d]$ and $(q_h, v_h) \in V_h^k \times [V_h^k]^d$.

**Proof** Using Cauchy–Schwarz and the trace inequality (25) and since $0 < h$, $v \leq 1$, for the first term one readily obtains
\[
a_h(v, v_h) \leq C \|\| (v, 0) \|\| \| (v_h, 0) \|_0.
\]
For the second term we have, using the orthogonality of $q$ (to $V_h^k$) and the interpolation estimate (27),
\[
b_h(q, v_h) = -(q, \nabla \cdot v_h - \pi_h^* (\nabla \cdot v_h)) + \langle q, v_h \cdot n \rangle_{\partial\Omega} \\
\leq \|h^{-\frac{1}{2}} q\|_{L^2, \Omega} \|h^{\frac{1}{2}} (\nabla \cdot v_h - \pi_h^* (\nabla \cdot v_h))\|_{L^2, \Omega} \\
+ \|q\|_{L^2, \partial\Omega} \|v_h \cdot n\|_{L^2, \partial\Omega} \\
\leq C \|\| (0, q) \|\| \| (v_h, 0) \|_0.
\]
In a similar fashion, after integration by parts in the third term, one obtains

\[
\begin{align*}
    b_h(q_h, v) &= -(q_h, \nabla \cdot v) + (q_h, v \cdot n)_{\partial \Omega} \\
    &= (\nabla q_h, v) \\
    &= (\nabla q_h - \pi_h^*(\nabla q_h), v) \\
    &\leq \|h^{1/2}(\nabla q_h - \pi_h^*(\nabla q_h))\|_{0, \Omega} \|h^{-1/2}v\|_{0, \Omega} \\
    &\leq C\|v\|_0\|q_h\|_0.
\end{align*}
\]

Hence, the proof is complete. \square

6.1 Velocity energy norm error estimate

The following theorem states the main result of this paragraph.

**Theorem 2** Let \((u, p)\) the solution of (1), \((u_h, p_h) \in W^k_h\) the solution of (9), with \(u_{0,h} = P^k_h u_0\), and assume that \((u, p)\) has the minimal regularity (4). Then, the following optimal approximation estimates hold

\[
\begin{align*}
    \|\Pi_h^k u - u_h\|_{L^\infty(0,T;L^2(\Omega))}^2 &\leq c_{\exp}\|\Pi_h^k u_0 - u_{0,h}\|_{0,\Omega}^2 \\
    &+ c_{\exp}\int_0^T \left( c_1 \|u - \Pi_h^k u, 0\|_0^2 + c_2 J\left(0; (\Pi_h^k u, \Pi_h^k p), (\Pi_h^k u, \Pi_h^k p)\right)\right) dt, \tag{40}
\end{align*}
\]

and

\[
\begin{align*}
    \int_0^T \| (\Pi_h^k u - u_h, \Pi_h^k p - p_h) \|_{u_h}^2 dt &\leq c_{\exp}\|\Pi_h^k u_0 - u_{0,h}\|_{0,\Omega}^2 \\
    &+ c_{\exp}\int_0^T \left( c_1 \|u - \Pi_h^k u, 0\|_0^2 + c_2 J\left(0; (\Pi_h^k u, \Pi_h^k p), (\Pi_h^k u, \Pi_h^k p)\right)\right) dt, \tag{41}
\end{align*}
\]

with

\[
\begin{align*}
    c_{\exp} &\equiv e^{CT \left(h\|u\|_{L^\infty(0,T;W^{1,\infty}(\Omega))}^2 + \|u\|_{L^\infty(0,T;W^{1,\infty}(\Omega))}\right)}, \\
    c_1 &\equiv C \left(1 + h^{1/2}\|u\|_{L^\infty(0,T;W^{1,\infty}(\Omega))}\right), \\
    c_2 &\equiv C \left(1 + \|u\|_{L^\infty(0,T;L^\infty(\Omega))}^2 + h^2\|u\|_{L^\infty(0,T;W^{1,\infty}(\Omega))}^2\right),
\end{align*}
\]

with \(C > 0\) a positive constant independent of \(v\) and \(h\).
We stress that the constants in the above theorem have no explicit dependence on \( \nu \). Before proving the main convergence theorem we state two immediate consequences in the form of corollaries.

**Corollary 3** Under the hypothesis of the previous theorem, assuming that the exact solution \((u, p)\) has the regularity given in (5) and that \( \nu < h \), the following error estimates hold

\[
\| u - u_h \|_{L^\infty(0,T;L^2(\Omega))}^2 \leq C_u h^{2r_u - 1} + C_p h^{2r_p - 1}
\]

and

\[
\int_0^T \| (u - u_h, p - p_h) \|_{L^2_h}^2 \, dt \leq \tilde{C}_u h^{2r_u - 1} + C_p h^{2r_p - 1},
\]

with \( r_u \overset{\text{def}}{=} \min\{r, k + 1\} \), \( r_p \overset{\text{def}}{=} \min\{s, k + 1\} \) and

\[
C_u \overset{\text{def}}{=} C \| u \|_{L^\infty(0,T;H^{r_u}(\Omega))}^2 + \tilde{C}_u,
\]

\[
\tilde{C}_u \overset{\text{def}}{=} C(c_{\exp}, c_1, c_2) \left( \| u \|_{L^2(0,T;H^{r_u}(\Omega))}^2 + \| u_0 \|_{r_u, \Omega}^2 \right),
\]

\[
C_p \overset{\text{def}}{=} C(c_{\exp}, c_1, c_2) \| p \|_{L^2(0,T;H^{r_p}(\Omega))}^2,
\]

and \( C, C(c_{\exp}, c_1, c_2) \) two positive constants independent of \( \nu \) and \( h \).

**Proof** Immediate by a triangle inequality, the result of Theorem 2 and approximation (Lemmas 4 and 5).

**Corollary 4** Under the hypothesis of the previous corollary, the following error estimate holds:

\[
\| u - u_h \|_{L^\infty(0,T;L^\infty(\Omega))}^2 \leq C h^2 \| u \|_{L^\infty(0,T;W^{1,\infty}(\Omega))}^2
\]

\[
+ h^{-d} \left( C_u h^{2r_u - 1} + C_p h^{2r_p - 1} \right),
\]

with \( C > 0 \) a positive constant independent of \( \nu \) and \( h \). In particular, there holds \( u_h \in L^\infty(\Omega \times (0,T)) \).

**Proof** Immediate using approximation (22), an inverse inequality and (40).

\( \square \)
6.2 Proof of theorem 2

In the following, $\epsilon_i > 0$ for $i = 1, 2, \ldots$, represents a free positive constant to be fixed later on. We denote the discrete and projection errors as

$$
\begin{align*}
\theta_h &\equiv \Pi^k_h u - u_h, \quad \theta^\pi \equiv u - \Pi^k_h u, \\
y_h &\equiv \Pi^k_h p - p_h, \quad y^\pi = p - \Pi^k_h p.
\end{align*}
$$

which gives

$$
\begin{align*}
\theta_h &= u - u_h - \theta^\pi, \quad y_h = p - p_h - y^\pi.
\end{align*}
$$

Note that, since $u \in H^1(0, T; L^2(\Omega))$, we may deduce that $\theta_h \in H^1(0, T; L^2(\Omega))$. Using coercivity (Lemma 8) we then get

$$
\frac{1}{2} \frac{d}{dt} \|\theta_h\|_{0,2}^2 + C_A \|\theta_h, y_h\|_{u_h}^2 \leq (\partial_t \theta_h, \theta_h) + (A + J)[u_h; (\theta_h, y_h), (\theta_h, y_h)].
$$

Hence, from (42)–(43) and the tri-linearity of $A$ and $J$, we have

$$
\frac{1}{2} \frac{d}{dt} \|\theta_h\|_{0,2}^2 + C_A \|\theta_h, y_h\|_{u_h}^2 \leq (\partial_t (u - u_h), \theta_h) - (\partial_t \theta^\pi, \theta_h) + (A + J)[u_h; (\Pi^k_h u, \Pi^k_h p)(\theta_h, y_h)] - (A + J)[u_h; (u_h, p_h), (\theta_h, y_h)].
$$

Thus, by testing the approximate Galerkin orthogonality (Lemma 1) with $(v_h, q_h) = (\theta_h, y_h)$ and since $(\partial_t \theta^\pi, \theta_h) = 0$, we obtain

$$
\frac{1}{2} \frac{d}{dt} \|\theta_h\|_{0,2}^2 + C_A \|\theta_h, y_h\|_{u_h}^2 \leq (A + J)[u_h; (\Pi^k_h u, \Pi^k_h p)(\theta_h, y_h)] - A[u; (u, p), (\theta_h, y_h)].
$$

Writing out all the terms of $A$ and $J$, as given in (10), we get

$$
\frac{1}{2} \frac{d}{dt} \|\theta_h\|_{0,2}^2 + C_A \|\theta_h, y_h\|_{u_h}^2 \leq -a_h(\theta^\pi, \theta_h) - b_h(y^\pi, \theta_h) + b_h(y_h, \theta^\pi)
+ \gamma j \left( \Pi^k_h u, \theta_h \right) + j \left( \Pi^k_h p, y_h \right) + c_h \left( u_h; \Pi^k_h u, \theta_h \right) - c(u; u, \theta_h)
+ j u_h \left( \Pi^k_h u, \theta_h \right).
$$
Now we may use the continuity of the Stokes system (Lemma 9) to obtain,

\[
\frac{1}{2} \frac{d}{dt} \| \theta_h \|_{0,2}^2 + C_A \| (\theta_h, y_h) \|_{u_h}^2 \\
\leq C_1 \left( \| (\theta^\pi, y^\pi) \| + \frac{1}{2} \left[ \left[ 0 ; (\Pi^k_h u, \Pi^k_h p), (\Pi^k_h u, \Pi^k_h p) \right] \right] \right) \| (\theta_h, y_h) \|_0 \\
+ \left( u_h \cdot \nabla \Pi^k_h u, \theta_h \right) + \frac{1}{2} \left( \nabla \cdot u_h \Pi^k_h u, \theta_h \right) \\
- \frac{1}{2} \left( u_h \cdot n \Pi^k_h u, \theta_h \right) - (u \cdot \nabla u, \theta_h) \\
+ \sum_{K \in T_h \Delta K} h^2_K [T^1_h u_h] \cdot n \langle [\nabla \Pi^k_h u] : [\nabla \theta_h] \rangle ds.
\]

Using (43), this leads to

\[
\frac{1}{2} \frac{d}{dt} \| \theta_h \|_{0,2}^2 + C_A \| (\theta_h, y_h) \|_{u_h}^2 \leq \\
C_1 \left( \| (\theta^\pi, y^\pi) \| + \frac{1}{2} \left[ \left[ 0 ; (\Pi^k_h u, \Pi^k_h p), (\Pi^k_h u, \Pi^k_h p) \right] \right] \right) \| (\theta_h, y_h) \|_0 \\
- \left( u_h \cdot \nabla \theta^\pi, \theta_h \right) - \frac{1}{2} \left( \nabla \cdot u_h \theta^\pi, \theta_h \right) \\
+ \frac{1}{2} \left( u_h \cdot n \theta^\pi, \theta_h \right) - (u_h - u) \cdot \nabla u, \theta_h) \\
+ \frac{1}{2} \left( \nabla \cdot u_h u, \theta_h \right) + \sum_{K \in T_h \Delta K} h^2_K [T^1_h u_h] \cdot n \langle [\nabla \Pi^k_h u] : [\nabla \theta_h] \rangle ds,
\]

which, after integration by parts in the convective term, gives

\[
\frac{1}{2} \frac{d}{dt} \| \theta_h \|_{0,2}^2 + C_A \| (\theta_h, y_h) \|_{u_h}^2 \leq \frac{C_1 \epsilon_1}{2} \| (\theta_h, y_h) \|_0^2 \\
+ \frac{C_1}{2 \epsilon_1} \left( \| (\theta^\pi, y^\pi) \|^2 + \frac{1}{2} \left[ \left[ 0, (\Pi^k_h u, \Pi^k_h p), (\Pi^k_h u, \Pi^k_h p) \right] \right] \right) \\
+ \frac{(\theta^\pi, u_h \cdot \nabla \theta^\pi)}{T_1} + \frac{1}{2} \left( \nabla \cdot u_h \theta^\pi, \theta_h \right) - \frac{1}{2} \left( u_h \cdot n \theta^\pi, \theta_h \right)_{\partial \Omega} \\
+ \frac{(u_h - u) \cdot \nabla u, \theta_h) + \frac{1}{2} \left( \nabla \cdot u_h u, \theta_h \right)}{T_4} \\
+ \sum_{K \in T_h \Delta K} h^2_K [T^1_h u_h] \cdot n \langle [\nabla \Pi^k_h u] : [\nabla \theta_h] \rangle ds.
\]
In the next paragraphs we analyze the terms $T_i, i = 1, 2, \ldots, 6$. Using the orthogonality of the $L^2$-projection, approximation and Lemma 3, we have

$$T_1 = \left( \theta^\pi, (u_h - I_h^1 u_h) \cdot \nabla \theta_h \right)_{T_{1,1}}$$

$$+ \left( \theta^\pi, I_h^1 u_h \cdot \nabla \theta_h - \pi_h^\pi (I_h^1 u_h \cdot \nabla \theta_h) \right)_{T_{2,2}}.$$

In the first term, we use the local interpolation property of the $P_1$-interpolant followed by an inverse inequality showing that

$$\| u_h - I_h^1 u_h \|_{0,K} \leq C_2 h_K^2 |u_h|_{2,K} \leq C_3 \| u_h - I_h^1 u_h \|_{0,K}.$$

Using this inequality, for the first term of $T_{1,1}$ we have

$$T_{1,1} \leq C_4 \sum_{K \in T_h} \| u_h - I_h^1 u_h \|_{0,K} \| \nabla \theta_h \|^T \theta^\pi \|_{0,K} \leq C_5 \sum_{K \in T_h} \| u_h - I_h^1 u \|_{0,K} \| \nabla \theta_h \|^T \theta^\pi \|_{0,K}.$$

We now use the decomposition (43), to obtain

$$T_{1,1} \leq C_5 \sum_{K \in T_h} \left( \| \theta_h \|_{0,K} + \| \Pi_h^k u - I_h^1 u \|_{0,K} \right) \| \nabla \theta_h \|^T \theta^\pi \|_{0,K}.$$

Thus, using inverse inequalities (16) and the $L^\infty$-stability of $\Pi_h^k$ (22), one gets

$$T_{1,1} \leq C_6 h^{-1} \sum_{K \in T_h} \| \theta^\pi \|_{0,\infty,K} \| \theta_h \|_{0,K}^2$$

$$+ C_7 \sum_{K \in T_h} \| \Pi_h^k u - I_h^1 u \|_{0,\infty,K} \| \nabla \theta_h \|_{0,K} \| \theta^\pi \|_{0,K} \leq C_8 h^{-1} \| \theta^\pi \|_{0,\infty,\Omega} \| \theta_h \|_{0,\Omega}^2$$

$$+ C_9 h^{-\frac{1}{2}} \| \Pi_h^k u - I_h^1 u \|_{0,\infty,\Omega} \sum_{K \in T_h} \| \theta_h \|_{0,K} h^{-\frac{1}{2}} \theta^\pi \|_{0,K} \leq C_{10} h^{-1} \| \theta^\pi \|_{0,\infty,\Omega} \| \theta_h \|_{0,\Omega}^2$$

$$+ C_{11} h^{-\frac{1}{2}} \| \theta_h \|_{0,\Omega} + \| h^{-\frac{1}{2}} \theta^\pi \|_{0,\Omega}^2 \right).
which, in combination with (20) and approximation, leads to
\[ T_{1,1} \leq C_{12} \| \nabla u \|_{0,\infty, \Omega} \left( \| \theta_h \|_{0,\Omega}^2 + h^{\frac{1}{2}} \| h^{-\frac{1}{2}} \theta^\pi \|_{0,\Omega}^2 \right) \]
\[ \leq C_{13} \| \nabla u \|_{0,\infty, \Omega} \left( \| \theta_h \|_{0,\Omega}^2 + h^{\frac{1}{2}} \| (\theta^\pi, 0) \|_{0,\Omega}^2 \right). \]

Finally, using Cauchy–Schwarz inequality and (3), we obtain
\[ T_{1,2} \leq \| h^{-\frac{1}{2}} \theta^\pi \|_{0,\Omega} \| h^{\frac{1}{2}} (I_h^1 \mathbf{u}_h \cdot \nabla \theta_h - \pi^h_h (I_h^1 \mathbf{u}_h \cdot \nabla \theta_h)) \|_{0,\Omega} \]
\[ \leq \frac{1}{2\epsilon_2} \| h^{-\frac{1}{2}} \theta^\pi \|_{0,\Omega}^2 + \frac{\epsilon_2 \gamma_1}{2} f_u(\theta_h, \theta_h), \]
\[ \leq \frac{1}{2\epsilon_2} \| (\theta^\pi, 0) \|_{0,\Omega}^2 + \frac{\epsilon_2 \gamma_1}{2} \| (\theta_h, 0) \|_{0,\Omega}^2. \]

For the second term, we use approximation and that the divergence is included in the triple norm,
\[ T_2 = \frac{1}{2} \left( \theta^\pi, (\nabla \cdot \theta_h + \nabla \cdot \theta^\pi) \theta_h \right) \]
\[ \leq \sum_{K \in \mathcal{T}_h} h_K^{-\frac{1}{2}} \| \theta^\pi \|_{0,\infty, K} \left( \| h_K^{-\frac{1}{2}} \nabla \cdot \theta_h \|_{0,K} + h_K \| \nabla \cdot \theta^\pi \|_{0,K} \right) \| \theta_h \|_{0,K} \]
\[ \leq C_{14} \epsilon_3 h^{\frac{1}{2}} \| \nabla u \|_{0,\infty, \Omega} \left( \| h^{\frac{1}{2}} \nabla \cdot \theta_h \|_{0,\Omega}^2 + h^{\frac{1}{2}} \| \nabla \cdot \theta^\pi \|_{0,\Omega}^2 \right) \]
\[ + \frac{C_{14}}{\epsilon_3} h^{\frac{1}{2}} \| \nabla u \|_{0,\infty, \Omega} \| \theta_h \|_{0,\Omega}^2 \]
\[ \leq C_{15} \epsilon_3 \| \nabla u \|_{0,\infty, \Omega} \left( \| (\theta_h, 0) \|_{0,\Omega}^2 + h^{\frac{1}{2}} \| (\theta^\pi, 0) \|_{0,\Omega}^2 \right) \]
\[ + \frac{C_{15}}{\epsilon_3} h^{\frac{1}{2}} \| \nabla u \|_{0,\infty, \Omega} \| \theta_h \|_{0,\Omega}^2. \]

In this last inequality we used the fact that \( 0 < h \leq 1 \).

For the third term, using (43), we have
\[ T_3 = \frac{1}{2} \langle (\mathbf{u}_h - \mathbf{u}) \cdot \mathbf{n} \theta^\pi, \theta_h \rangle_{\partial \Omega} \]
\[ = -\frac{1}{2} \langle \theta^\pi \cdot \mathbf{n} \theta^\pi, \theta_h \rangle_{\partial \Omega} - \frac{1}{2} \langle \theta_h \cdot \mathbf{n} \theta^\pi, \theta_h \rangle_{\partial \Omega} \]
\[ \leq \frac{1}{2} \| \theta^\pi \|_{0,\infty, \Omega} \| \theta_h \|_{0,\partial \Omega} \left( \| \theta^\pi \cdot \mathbf{n} \|_{0,\partial \Omega} + \| \theta_h \cdot \mathbf{n} \|_{0,\partial \Omega} \right). \]

Therefore, using approximation and (25), we conclude that
\[ T_3 \leq C_{16} h^{\frac{1}{2}} \| \nabla u \|_{0,\infty, \Omega} \| \theta_h \|_{0,\Omega} \left( \| (\theta^\pi, 0) \|_{0} + \| (\theta_h, 0) \|_{0} \right) \]
\[ \leq C_{17} \frac{h}{\epsilon_4} \| \nabla u \|_{0,\infty, \Omega} \| \theta_h \|_{0,\Omega}^2 + \epsilon_4 C_{17} \left( \| (\theta^\pi, 0) \|_{0,\Omega}^2 + \| (\theta_h, 0) \|_{0,\Omega}^2 \right). \]
Using again (43) and approximation, for the fourth term we obtain

\[
T_4 = -((\theta^\pi + \theta_h) \cdot \nabla u, \theta_h)
\]

\[
\leq \|\nabla u\|_{0,\infty,\Omega} \left( \|\theta^\pi\|_{0,\Omega} + \|\theta_h\|_{0,\Omega} \right) \|\theta_h\|_{0,\Omega}
\]

\[
\leq \frac{1}{2} \|\nabla u\|_{0,\infty,\Omega} \left( h^\frac{1}{2} \|h^{-\frac{1}{2}}\theta^\pi\|_{0,\Omega}^2 + 3 \|\theta_h\|_{0,\Omega}^2 \right)
\]

\[
\leq \frac{1}{2} \|\nabla u\|_{0,\infty,\Omega} \left( h^\frac{1}{2} \|\theta^\pi, 0\|_{0,\Omega}^2 + 3 \|\theta_h\|_{0,\Omega}^2 \right).
\]

By testing (9) with \(v_h = 0\) and \(q_h = \Pi_h^k(u \cdot \theta_h)\), it follows that

\[
(\nabla \cdot u_h, \Pi_h^k(u \cdot \theta_h)) - \langle u_h \cdot n, \Pi_h^k(u \cdot \theta_h) \rangle_{\partial\Omega}
\]

\[+ j \left( p_h, \Pi_h^k(u \cdot \theta_h) \right) = 0.
\]

Thus, inserting this expression into \(T_5\), one gets

\[
T_5 = \frac{1}{2}(\nabla \cdot u_h, u \cdot \theta_h)
\]

\[= \frac{1}{2}(\nabla \cdot u_h, (u \cdot \theta_h - \Pi_h^k(u \cdot \theta_h))) + \frac{1}{2}\langle u_h \cdot n, \Pi_h^k(u \cdot \theta_h) \rangle_{\partial\Omega}
\]

\[- \frac{1}{2} j \left( p_h, \Pi_h^k(u \cdot \theta_h) \right),
\]

which, from (43) and the fact that \(u = 0\) on \(\partial\Omega\), leads to

\[
T_5 = -\frac{1}{2} \left( \nabla \cdot \theta^\pi, u \cdot \theta_h - \Pi_h^k(u \cdot \theta_h) \right)
\]

\[\frac{T_5,1}{T_5,1}
\]

\[- \frac{1}{2} \left( \nabla \cdot \theta_h, u \cdot \theta_h - \Pi_h^k(u \cdot \theta_h) \right)
\]

\[\frac{T_5,2}{T_5,2}
\]

\[- \frac{1}{2} \langle (\theta^\pi + \theta_h) \cdot n, \Pi_h^k(u \cdot \theta_h) - u \cdot \theta_h \rangle_{\partial\Omega}
\]

\[\frac{T_5,3}{T_5,3}
\]

\[- \frac{1}{2} j \left( p_h, \Pi_h^k(u \cdot \theta_h) \right).
\]

\[\frac{T_5,4}{T_5,4}
\]
Each of these terms are treated separately. Using approximation and Corollary 1 we have

\[ T_{5,1} \leq \frac{1}{2} \| h^{\frac{1}{2}} \nabla \cdot \theta^\pi \|_{0, \Omega}^2 + \frac{1}{2} \| h^{-\frac{1}{2}} (u \cdot \theta_h - \Pi_h^k (u \cdot \theta_h)) \|_{0, \Omega}^2 \]

\[ \leq C_{18} \left( \| (\theta^\pi, 0) \|_{0}^2 + h \| u \|_{1, \infty, \Omega}^2 \| \theta_h \|_{0, \Omega}^2 \right). \]

Using again Corollary 1, it follows that

\[ T_{5,2} \leq \frac{1}{2} \| h^{\frac{1}{2}} \nabla \cdot \theta_h \|_{0, \Omega} \| h^{-\frac{1}{2}} (u \cdot \theta_h - \Pi_h^k (u \cdot \theta_h)) \|_{0, \Omega} \]

\[ \leq C_{19} \| (\theta_h, 0) \|_{0}^2 + \frac{C_{19} h}{\epsilon_5} \| u \|_{1, \infty, \Omega}^2 \| \theta_h \|_{0, \Omega}^2. \]

For the next term, we have

\[ T_{5,3} \leq \frac{1}{2} \left( \| \theta^\pi \cdot n \|_{0, \partial \Omega} + \| \theta_h \cdot n \|_{0, \partial \Omega} \right) \| \Pi_h^k (u \cdot \theta_h) - u \cdot \theta_h \|_{0, \partial \Omega} \]

\[ \leq \frac{1}{2} \left( \| (\theta^\pi, 0) \|_{0} + \| (\theta_h, 0) \|_{0} \right) \left( \sum_{K \in T_h} \| \Pi_h^k (u \cdot \theta_h) - u \cdot \theta_h \|_{0, \partial K \cap \partial \Omega}^2 \right)^{\frac{1}{2}} \]

\[ \leq C_{20} \left( \| (\theta^\pi, 0) \|_{0} + \| (\theta_h, 0) \|_{0} \right) \left[ \sum_{K \in T_h} \| \Pi_h^k (u \cdot \theta_h) - \Pi_h^k u \cdot \theta_h \|_{0, \partial K \cap \partial \Omega}^2 + \sum_{K \in T_h} \| (\Pi_h^k u - u) \cdot \theta_h \|_{0, \partial K \cap \partial \Omega}^2 \right]^{\frac{1}{2}}. \]

Thus, using the trace inequality (25), we have

\[ T_{5,3} \leq C_{21} \left( \| (\theta^\pi, 0) \|_{0} + \| (\theta_h, 0) \|_{0} \right) \]

\[ \left[ \sum_{K \in T_h} h_K^{-1} \| \Pi_h^k (u \cdot \theta_h) - \Pi_h^k u \cdot \theta_h \|_{0, K}^2 \right] + \sum_{K \in T_h} \| (\Pi_h^k u - u) \cdot \theta_h \|_{0, \infty, K} h_K^{-1} \| \theta_h \|_{0, K}^2 \]

\[ \leq C_{22} h^{-\frac{1}{2}} \left( \| (\theta^\pi, 0) \|_{0} + \| (\theta_h, 0) \|_{0} \right) \left( \| \Pi_h^k (u \cdot \theta_h) - \Pi_h^k u \cdot \theta_h \|_{0, \Omega} + \| (\Pi_h^k u - u) \|_{0, \infty, \Omega} \| \theta_h \|_{0, \Omega} \right). \]
Now, using Corollary 1 and (22), we conclude that

\[
T_{5,3} \leq C_{23} \left( \| (\theta^\pi, 0) \| + \| (\theta_h, 0) \|_0 \right) h^{3/2} \| u \|_{1,\infty,\Omega} \| \theta_h \|_{0,\Omega}
\]
\[
\leq C_{24} \epsilon_6 \left( \| (\theta^\pi, 0) \|^2 + \| (\theta_h, 0) \|_0^2 \right) + \frac{C_{24}h}{\epsilon_6} \| u \|_{1,\infty,\Omega} \| \theta_h \|_{0,\Omega}^2.
\]

For \( T_{5,4} \) we first have,

\[
T_{5,4} = \sum_{K \in T_{h\partial K}} \int h_k^2 \left[ \nabla p_h \right] : \left[ \nabla \Pi^k_h (u \cdot \theta_h) \right] ds
\]
\[
\leq C_{25} j (p_h, p_h)^{1/2} \left[ \sum_{K \in T_{h\partial K}} \int h_k^2 \left[ \nabla \left( \Pi^k_h (u \cdot \theta_h) - \Pi^k_h u \cdot \theta_h \right) \right]^2 ds \right]
\]
\[
+ \sum_{K \in T_{h\partial K}} \int h_k^2 \left[ \nabla \left( \Pi^k_h u \cdot \theta_h \right) \right]^2 ds
\]
\[
\leq C_{26} j (p_h, p_h)^{1/2} \left[ \sum_{K \in T_h} h_k^{-1} \| \Pi^k_h (u \cdot \theta_h) - \Pi^k_h u \cdot \theta_h \|_{0,\partial K}^2 \right]
\]
\[
+ \sum_{K \in T_{h\partial K}} \int h_k^2 \left[ \| \theta_h \|_{2} \| \Pi^k_h \|_{\Omega} + \| \Pi^k_h u \|_2 \| \nabla \theta_h \|_{\Omega} \right] ds \right]
\]

Thus, by combining the trace inequality (25) with an inverse estimate (16), Corollary 1 and the stability estimate for the \( L^2 \)-projection (20)–(21), we get

\[
T_{5,4} \leq C_{27} j (p_h, p_h)^{1/2} \left[ \sum_{K \in T_h} h_k^{-1} \| \Pi^k_h (u \cdot \theta_h) - \Pi^k_h u \cdot \theta_h \|_{0,\partial K}^2 \right]
\]
\[
+ \sum_{K \in T_h} \| \nabla \Pi^k_h u \|_{0,\infty,\Omega}^2 h_K \| \theta_h \|_{0,K}^2 + \| \Pi^k_h u \|_{0,\infty,\Omega}^2 \| j (\theta_h, \theta_h) \|_{0,K}
\]
\[
\leq C_{28} \epsilon_7 (j (\Pi^k_h p, \Pi^k_h p) + j (y_h, y_h)) + \frac{C_{28}}{\epsilon_7} h \| u \|_{1,\infty,\Omega} \| \theta_h \|_{0,\Omega}^2
\]
\[
+ \frac{C_{28}^2}{2\epsilon_7} \| u \|_{0,\infty,\Omega}^2 \| j (\theta_h, \theta_h) \|_{0,\Omega}
\]
\[
\leq C_{28} \epsilon_7 \left( j (\Pi^k_h p, \Pi^k_h p) + \| (0, y_h) \|_0 \right) + \frac{C_{28}}{\epsilon_7} h \| u \|_{1,\infty,\Omega} \| \theta_h \|_{0,\Omega}^2
\]
\[
+ \frac{C_{28}^2}{2\epsilon_7} \| u \|_{0,\infty,\Omega}^2 \| j (\theta_h, \theta_h) \|_{0,\Omega}.
\]
Finally, for the last term in (44), using (43), we have

\[
T_6 = \sum_{K \in T_{h,0}K} \int_{\partial K} h_K^2 |I_h^1 u_h \cdot n|^2 [\nabla \Pi_h^k u] : [\nabla \theta_h] \, ds \\
\leq \frac{1}{2\epsilon_8} \sum_{K \in T_{h,0}K} \int_{\partial K} h_K^2 |I_h^1 u_h |^2 [\nabla \Pi_h^k u]^2 \, ds + \frac{\epsilon_8}{2} \sum_{K \in T_{h,0}K} \int_{\partial K} h_K^2 |I_h^1 u_h \cdot n|^2 [\nabla \theta_h]^2 \, ds
\]

\[
\leq \frac{C_{29}}{2\epsilon_8} \sum_{K \in T_{h,0}K} \int_{\partial K} h_K^2 |I_h^1 u_h - u_h|^2 [\nabla \Pi_h^k u]^2 \, ds \quad \text{(45)}
\]

\[
\quad + \sum_{K \in T_{h,0}K} \int_{\partial K} \left( |\theta_h|^2 + |\Pi_h^k u|^2 \right) [\nabla \Pi_h^k u]^2 \, ds \quad \text{\(T_{6,1}\)}
\]

\[
\quad + \frac{\epsilon_8}{2} \sum_{K \in T_{h,0}K} \int_{\partial K} h_K^2 |I_h^1 u_h \cdot n|^2 [\nabla \theta_h]^2 \, ds. \quad \text{\(T_{6,2}\)}
\]

In order to estimate \(T_{6,1}\), we use approximation and an inverse inequality to obtain

\[
\| I_h^1 u_h - u_h \|^2_{\partial K} \leq C_{30} h_K^2 |u_h|^2_{0,\partial K} \\
= C_{30} h_K^2 |I_h^1 \Pi_h^k u - u_h|^2_{0,\partial K} \\
\leq C_{31} \| I_h^1 \Pi_h^k u - u_h \|_{0,\partial K}^2.
\]

This estimate, combined with (21), the trace inequality (25), approximation and an inverse inequality (16), leads to

\[
\int_{\partial K} h_K^2 |I_h^1 u_h - u_h|^2 [\nabla \Pi_h^k u]^2 \, ds \leq \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} \int_{\partial K} h_K^2 |I_h^1 u_h - u_h|^2 \, ds \\
\leq C_{32} \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} \int_{\partial K} h_K^2 |I_h^1 \Pi_h^k u - u_h|^2 \, ds \\
\leq C_{33} \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} \int_{\partial K} h_K^2 \left( |I_h^1 \Pi_h^k u - \Pi_h^k u|^2 + |\theta_h|^2 \right) \, ds \\
\leq C_{34} h_K \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} \left( \| I_h^1 \Pi_h^k u - \Pi_h^k u \|^2_{0,\partial K} + |\theta_h|^2 \right) \\
\leq C_{35} h_K \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} \left( h_K^4 \| I_h^1 \Pi_h^k u - \Pi_h^k u \|^2_{0,\partial K} + |\theta_h|^2 \right) \\
\leq C_{36} h_K \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} \left( h_K^{d+2} \| \Pi_h^k u \|^2_{1,\partial \Omega} + |\theta_h|^2 \right) \\
\leq C_{37} h_K^{2-d} \| [\nabla \Pi_h^k u] \|^2_{0,\partial K} h_K^{d+2} \| u \|^2_{1,\partial \Omega} + h_K C_{37} \| \nabla u \|^2_{1,\partial \Omega} |\theta_h|^2_{0,\partial K}.
\]
Therefore,

$$T_{6,1} \leq C_{38} \| \mathbf{u} \|_{1,\infty,\Omega}^2 \left( h^2 j (\Pi_h^k \mathbf{u}, \Pi_h^k \mathbf{u}) + h \| \theta_h \|_{0,\Omega}^2 \right).$$

Using the trace inequality (25) and the stability of the $L^2$-projection (21), we obtain

$$T_{6,2} \leq h \| \mathbf{u} \|_{1,\infty,\Omega}^2 \| \theta_h \|_{0,\Omega}^2 + \| \mathbf{u} \|_{0,\infty,\Omega}^2 j (\Pi_h^k \mathbf{u}, \Pi_h^k \mathbf{u}).$$

Finally, by inserting these last two estimates into (45), we obtain

$$T_6 \leq C_{39} \varepsilon_8 \left[ h \| \mathbf{u} \|_{1,\infty,\Omega}^2 \| \theta_h \|_{0,\Omega}^2 + (\| \mathbf{u} \|_{0,\infty,\Omega}^2 + h^2 \| \mathbf{u} \|_{1,\infty,\Omega}^2) j (\Pi_h^k \mathbf{u}, \Pi_h^k \mathbf{u}) \right]$$

$$+ \frac{\varepsilon_8}{2} \| \theta_h \|_{0,\Omega}^2 u_h.$$

Based on (44) and the previous estimates, we chose $\varepsilon_i, i = 1, \ldots, 8$, such that

$$\frac{\varepsilon_1 C_1}{2} = \frac{\varepsilon_2 \gamma_1}{2} = \epsilon_3 C_{15} \| \nabla \mathbf{u} \|_{0,\infty,\Omega} = \epsilon_4 C_{17} = \epsilon_5 C_{19} = \epsilon_6 C_{24} = \frac{C_A}{16},$$

$$\epsilon_7 C_{28} = \frac{\varepsilon_8}{2} = \frac{C_A}{16},$$

and $\gamma$ such as

$$\gamma > \frac{C_A^2}{2\epsilon_7} \| \mathbf{u} \|_{0,\infty,\Omega}^2,$$

for instance

$$\gamma \overset{\text{def}}{=} \frac{8 C_A^2}{C_A} C_{28} \| \mathbf{u} \|_{0,\infty,\Omega}^2 + 1.$$

Then, from (44) using the previous estimates, we get

$$\frac{1}{2} \frac{d}{dt} \| \theta_h \|_{0,2}^2 + \frac{C_A}{2} \| (\theta_h, y_h) \|_{0,2}^2$$

$$\leq C_{40} \left( h \| \mathbf{u} \|_{1,\infty,\Omega}^2 + \| \mathbf{u} \|_{1,\infty,\Omega} \right) \| \theta_h \|_{0,\Omega}^2$$

$$+ C_{40} \| (\theta, 0) \|_{0,2}^2 \left( 1 + h \frac{1}{2} \| \nabla \mathbf{u} \|_{0,\infty,\Omega} \right)$$

$$+ C_{40} \left( 1 + \| \mathbf{u} \|_{0,\infty,\Omega}^2 + h^2 \| \mathbf{u} \|_{1,\infty,\Omega}^2 \right) J \left( 0; (\Pi_h^k \mathbf{u}, \Pi_h^k p), (\Pi_h^k \mathbf{u}, \Pi_h^k p) \right), \quad (46)$$
Therefore, using Gronwall’s lemma we obtain

\[ \| \theta_h \|_{L^\infty(0,T; L^2(\Omega))}^2 + \int_0^T \| (\theta_h, y_h) \|_{L^2(\Omega)}^2 \, dt \leq C_{\text{exp}} \| \theta_h(0) \|_{0,\Omega}^2 \]

\[ + C_{\text{exp}} \left[ c_1 \int_0^T \| (\theta^\pi, 0) \|_{L^2(\Omega)}^2 \, dt + c_2 \int_0^T J \left[ (\Pi_h^k u, \Pi_h^k p), (\Pi_h^k u, \Pi_h^k p) \right] \, dt \right], \]

with

\[ C_{\text{exp}} \overset{\text{def}}{=} e^{C_{40} T \left( h \| u \|_{L^\infty(0,T; W^{1,\infty}(\Omega))} + \| u \|_{L^\infty(0,T; W^{1,\infty}(\Omega))} \right)}, \]

\[ c_1 \overset{\text{def}}{=} C_{40} \left( 1 + h^{1 \frac{1}{2}} \| u \|_{L^\infty(0,T; W^{1,\infty}(\Omega))} \right), \]

\[ c_2 \overset{\text{def}}{=} C_{40} \left( 1 + \| u \|_{L^\infty(0,T; H^1(\Omega))}^2 + h^2 \| u \|_{L^\infty(0,T; W^{1,\infty}(\Omega))}^2 \right), \]

which gives (40) and (41).

### 6.3 Pressure estimates

Based on the previous convergence analysis for the velocity and on the modified inf-sup condition (35), in this paragraph, we provide error estimates for the pressure. The optimal approach to follow here is not clear cut. Depending on how much regularity one can expect for the pressure, different analysis should be applied. Here we choose first to present two error estimates for the pressure in the $L^2$-norm and, for regular pressures, in the $H^1$-norm. The upper bounds consist of one part using the previous convergence of the velocities, and a second part consisting of different norms of the approximation error in the time derivative of the velocities. We will then show how to get an estimate that is optimal for low-order elements if the pressure is in $H^1(0, T; H^1(\Omega))$ using a suboptimal approximation of the time derivative of the velocities. Other possible strategies will be briefly discussed in the conclusion.

**Lemma 10** Let $(u, p)$ the solution of (1), $(u_h, p_h) \in W^k_h$ the solution of (9), with $u_{0,h} = P^k_h u_0$, and assume that $(u, p)$ has the regularity (5) and that $v < h$. Then, the following error estimate holds

\[ \int_0^T \| p - p_h \|_{0,\Omega}^2 \, dt \leq C \left[ h^{2(r_u-1)} \| u \|_{L^2(0,T; H^{r_u}(\Omega))}^2 + h^{2(r_p-1)} \| p \|_{L^2(0,T; H^{r_p}(\Omega))}^2 \right] + \| \partial_t (u - u_h) \|_{L^2(0,T; V'(\Omega))}^2. \]

with $V'(\Omega)$ standing for the dual of $H^1(\Omega)$ and $C > 0$ a constant independent of $v$ and $h$. 

\[ \odot \] Springer
Proof From (42) and (19), we only need to estimate

$$
\int_0^T \Vert y_h \Vert_{0, \Omega}^2 \, dt.
$$

To this aim, we use the modified inf-sup condition (35). Let $v_h \in [V_h^k]^d$, from (43), we have

$$
b_h(y_h, v_h) = b_h(p - p_h, v_h) - b_h(y^\pi, v_h).
$$

The last term can be bound using Lemma 9. This yields

$$
|b_h(y^\pi, v_h)| \leq C \Vert (\emptyset, y^\pi) \Vert \Vert v_h \Vert_{1, \Omega}.
$$

On the other hand, using the approximate Galerkin orthogonality (Lemma 1) with $q_h = 0$, for the first term we get

$$
b_h(p_h - p, v_h) = a_h(u - u_h, v_h) - \gamma j(u_h, v_h)
\begin{cases}
- T_1 & \text{Term } T_1 \\
T_2 & \text{Term } T_2
\end{cases}
+ c_h(u; u, v_h) - c_h(u_h; u_h, v_h)
\begin{cases}
T_3 & \text{Term } T_3 \\
T_4 & \text{Term } T_4
\end{cases}
$$

(47)

Term $T_1$ is treated using the arguments given in [10, Proof of Theorem 4.4]. Thus, we have

$$
T_1 \leq C \Vert (u - u_h, 0) \Vert_0 \Vert (v_h, 0) \Vert_0
- \langle 2 \nu (u - u_h) n \cdot v_h \rangle_{\partial \Omega} - \langle u - u_h, 2 \nu \epsilon (v_h) n \rangle_{\partial \Omega}.
$$

The boundary terms are controlled in the following fashion

$$
T_{1,1} \leq 2 \Vert (v_h)^{1/2} \epsilon (u - u_h) \Vert_{0, \partial \Omega} \Vert v^{1/2} h^{-1/2} v_h \Vert_{0, \partial \Omega}
+ 2 \Vert (v_h)^{1/2} \epsilon (v_h) \Vert_{0, \partial \Omega} \Vert v^{1/2} h^{-1/2} (u - u_h) \Vert_{0, \partial \Omega}
\leq 2 \Vert (v_h)^{1/2} \epsilon (u - u_h) \Vert_{0, \partial \Omega} \Vert (v_h, 0) \Vert_0
+ 2 \Vert (v_h)^{1/2} \epsilon (v_h) \Vert_{0, \partial \Omega} \Vert (u - u_h, 0) \Vert_0.
$$
On the other hand, we have

\[ \| (v h)^{1/2} \epsilon (u - u_h) \|_{0, \partial \Omega} \leq \| (v h)^{1/2} \epsilon (u - \Pi_h^k u) \|_{0, \partial \Omega} \]

\[ + \| (v h)^{1/2} \epsilon (\Pi_h^k u - u_h) \|_{0, \partial \Omega}, \]

where the first term satisfies, using the trace inequality (24), (19) and that \( v < h \),

\[ \| (v h)^{1/2} \epsilon (u - \Pi_h^k u) \|_{0, \partial \Omega} \leq C v^{1/2} h^{u-1} \| u \|_{r, \Omega} \]

\[ \leq C h^{u-\frac{1}{2}} \| u \|_{r, \Omega}, \]

and the second, using (25),

\[ \| (v h)^{1/2} \epsilon (\Pi_h^k u - u_h) \|_{0, \partial \Omega} \leq C \| (\Pi_h^k u - u_h, 0) \|_0. \]

In the same fashion we conclude that

\[ \| (v h)^{1/2} \epsilon (v_h) \|_{0, \partial \Omega} \leq C \| (v_h, 0) \|_0. \]

Thus, collecting terms, using the fact that \( \| (v_h, 0) \|_0 \leq C \| v_h \|_{1, \Omega} \) since \( v < h \), we have

\[ T_1 \leq C \left( \| (u - u_h, 0) \|_0 + h^{u-\frac{1}{2}} \| u \|_{r, \Omega} \right) \| v_h \|_{1, \Omega}. \]

For the third term, we have

\[ T_2 = (u \cdot \nabla (u - u_h), v_h) + ((u - u_h) \cdot \nabla u_h, v_h) \]

\[ + \frac{1}{2} (u_h \cdot n u_h, v_h)_{\partial \Omega} - \frac{1}{2} (\nabla \cdot u_h, u_h \cdot v_h). \]

Thus, integrating by parts and since \( \nabla \cdot u = 0 \) and \( u_{\partial \Omega} = 0 \), we get

\[ T_2 = \frac{-(u - u_h) \cdot \nabla v_h, u - (u_h \cdot \nabla v_h, u - u_h)}{T_{2,1}} \]

\[ - \frac{1}{2} (u_h \cdot n u_h, v_h)_{\partial \Omega} + \frac{1}{2} (\nabla \cdot u_h, u_h \cdot v_h). \]

(48)

Now, we treat each term separately. Using Cauchy–Schwarz on the first term one gets

\[ T_{2,1} \leq C \left( \| u \|_{0, \infty, \Omega} + \| u_h \|_{0, \infty, \Omega} \right) \| u - u_h \|_{0, \Omega} \| v_h \|_{1, \Omega}. \]
For the second, using the Cauchy–Schwarz inequality and the argument followed in (33), we obtain

\[ T_{2,2} \leq \| u_h \|_{0,\infty,\Omega} \| u_h \cdot n \|_{0,\partial\Omega} \| v_h \|_{0,\partial\Omega} \leq C \| u_h \|_{0,\infty,\Omega} \| (u - u_h, p - p_h) \|_{0,\partial\Omega} \| v_h \|_{1,\Omega}. \]

Using the Cauchy–Schwarz inequality, in the third term, we have

\[ T_{2,3} \leq h^{-\frac{1}{2}} \| h^{\frac{1}{2}} \nabla \cdot u_h \|_{0,\Omega} \| v_h \|_{0,\Omega} \| v_h \|_{0,\partial\Omega} \leq C h^{-\frac{1}{2}} \| u_h \|_{0,\infty,\Omega} \| (u - u_h, p - p_h) \|_{0,\partial\Omega} \| v_h \|_{1,\Omega}. \] (49)

For the jump term in (47), we use the Cauchy-Schwarz inequality, (16) and the regularity \( u \in H^{r_u}(\Omega) \), which yields

\[ T_3 \leq j_{u_h}(u_h, u_h) \frac{1}{2} j_{u_h}(v_h, v_h) \frac{1}{2} \]

\[ \leq C j_{u_h}(u_h, u_h) \frac{1}{2} j_{u_h}(v_h, v_h) \frac{1}{2} \left( \sum_{K \in T_h} h^2_K \| u_h \cdot n \|_{0,K}^2 \| \nabla v_h \|_{0,K}^2 \right) \]

\[ \leq C h^\frac{1}{2} j_{u_h}(u_h, u_h) \frac{1}{2} j_{u_h}(v_h, v_h) \frac{1}{2} \| u_h \|_{0,\infty,\Omega} \| v_h \|_{1,\Omega}, \]

\[ \leq C h^\frac{1}{2} \| u_h \|_{0,\infty,\Omega} \| (u - u_h, p - p_h) \|_{0,\partial\Omega} \| v_h \|_{1,\Omega}. \]

Finally by duality, we have

\[ T_4 \leq \| \partial_t (u - u_h) \|_{V'(\Omega)} \| v_h \|_{1,\Omega}. \]

Therefore, from (47) and by collecting the previous estimations, we have

\[ |b_h(p_h - p, v_h)|^2 \leq C \left\{ \| \partial_t (u - u_h) \|_{V'(\Omega)}^2 + h^{2r_u - 1} \| u \|_{r_u,\Omega}^2 \right. \]

\[ + (1 + h^{-1} \| u_h \|_{0,\infty,\Omega}^2) \| (u - u_h, p - p_h) \|_{0,\partial\Omega}^2 \]

\[ + \left( \| u \|_{0,\infty,\Omega}^2 + \| u_h \|_{0,\infty,\Omega}^2 \right) \| u - u_h \|_{0,\Omega}^2 \right\} \| v_h \|_{1,\Omega}^2. \]

We conclude the proof after integration over \((0, T)\) and application of Lemma 6 and Corollaries 3 and 4.

**Remark 3** From the optimal convergence estimate provided by Corollary 3, one would expect a similar rate for the pressure. However, the fact that, at the discrete level, the convective velocity is not divergence free, leads to a loss of half an order in the pressure.
estimate, see Eq. (49). The reason for this is that we do not have stability of the gradient of the finite element solution in $W^{1,\infty}(\Omega)$. However, if the solution is sufficiently regular and the polynomial order is sufficiently high we can use an argument similar to that of term $T_5$ of Eq. (44) to improve the estimate.

Unfortunately, it seems difficult to obtain an estimate of the time derivative of the velocities in the dual norm of $H^1$ (appearing in the previous Lemma). As pointed out in [25], one may obtain a crude bound by using, instead, the $L^2$-norm of the error in the time derivative. We therefore propose to estimate the error in the gradients of the pressure, valid only if the pressure is sufficiently regular, but leading to an estimate which is close to optimal and which uses the $L^2$-norm of the error in the time derivative. In fact as in the analysis for the velocities only a factor $h^{\frac{1}{2}}$ is lost.

**Lemma 11** Under the hypothesis of the previous corollary, the following error estimate holds

$$
\int_0^T \| \nabla (p - p_h) \|^2_{0,\Omega} \, dt \leq \left[ h^{2(r_u-3)} \| u \|^2_{L^2(0,T;H^s(\Omega))} + h^{2(r_p-1)} \| p \|^2_{L^2(0,T;H^{r_p}(\Omega))} + \| \partial_t (u - u_h) \|^2_{L^2(0,T;L^2(\Omega))} \right].
$$

**Proof** To estimate the error in the pressure gradient we start by noticing that

$$
\int_0^T \| \nabla (p - p_h) \|^2_{0,\Omega} \, dt \leq C \int_0^T \| \nabla p - \Pi_h^k (\nabla p) \|^2_{0,\Omega} \, dt
$$

$$
+ C \int_0^T \| \Pi_h^k (\nabla p) - \Pi_h^k (\nabla p_h) \|^2_{0,\Omega} \, dt + C \int_0^T \| \Pi_h^k (\nabla p_h) - \nabla p_h \|^2_{0,\Omega} \, dt.
$$

Using approximation, (28), the fact that $p \in H^s(\Omega)$ and Corollary 3, we obtain

$$
\int_0^T \| \nabla p - \Pi_h^k (\nabla p) \|^2_{0,\Omega} + \int_0^T \| \Pi_h^k (\nabla p_h) - \nabla p_h \|^2_{0,\Omega}
$$

$$
\leq Ch^{2(r_p-1)} \| p \|^2_{L^2(0,T;H^{r_p}(\Omega))} + Ch^{-1} \int_0^T j(p_h, p_h) \, dt
$$

$$
= Ch^{2(r_p-1)} \| p \|^2_{L^2(0,T;H^{r_p}(\Omega))} + Ch^{-1} \int_0^T j(p - p_h, p - p_h) \, dt
$$

$$
\leq C \left[ h^{2(r_u-1)} \| u \|^2_{L^2(0,T;H^s(\Omega))} + h^{2(r_p-1)} \| p \|^2_{L^2(0,T;H^{r_p}(\Omega))} \right].
$$

(50)
Hence, it is sufficient to study the second term. Note that, by the orthogonality of the $L^2$-projection and a partial integration, we have

$$
\|\Pi_k^h (\nabla p) - \Pi_k^h (\nabla p_h)\|^2_{0, \Omega} = \left( \nabla p - \nabla p_h, \Pi_k^h (\nabla p) - \Pi_k^h (\nabla p_h) \right) \\
= - \left( p - p_h, \nabla \cdot (\Pi_k^h (\nabla p) - \Pi_k^h (\nabla p_h)) \right) \\
+ \langle p - p_h, (\Pi_k^h (\nabla p) - \Pi_k^h (\nabla p_h)) \cdot n \rangle_{\partial \Omega} \\
= b_h (p - p_h, v_{h,p}^k),
$$

with the notation $v_{h,p}^k \overset{\text{def}}{=} \Pi_k^h (\nabla p - \nabla p_h)$.

Therefore, using the approximate Galerkin orthogonality (Lemma 1) with $(v_h, q_h) = (v_{h,p}^k, 0)$, we get

$$
\|\Pi_k^h \nabla p - \Pi_k^h \nabla p_h\|^2_{0, \Omega} = a_h \left( u - u_h, v_{h,p}^k \right) - \gamma_j \left( u_h, v_{h,p}^k \right) \\
+ c_h \left( u; u_h, v_{h,p}^k \right) \hspace{-0.5cm} - \hspace{-0.5cm} c_h \left( u_h; u_h, v_{h,p}^k \right) \\
- j u_h \left( u_h, v_{h,p}^k \right) \hspace{-0.5cm} + \hspace{-0.5cm} \left( \partial_t (u - u_h), v_{h,p}^k \right).
$$

Proceeding term by term, in a fashion similar to the previous lemma with $v_{h,p}^k$ instead of $v_h$ and using an inverse inequality, we obtain

$$
\|\Pi_k^h (\nabla p) - \Pi_k^h (\nabla p_h)\|^2_{0, \Omega} \leq Ch^{-2} \left\{ h^{2p} \|p\|^2_{r_p, \Omega} \\
+ h^{2u^{-1}} \|u\|^2_{r_u, \Omega} + \left( 1 + h \|u_h\|^2_{0, \infty, \Omega} \right) \|(u - u_h, p - p_h)\|^2_{u_h} \\
+ \left( \|u\|^2_{0, \infty, \Omega} + \|u_h\|^2_{0, \infty, \Omega} \right) \|u - u_h\|^2_{0, \Omega} \\
+ C \left( h^{-1} \|u_h\|^2_{0, \infty, \Omega} \|(u - u_h, p - p_h)\|^2_{u_h} + \|\partial_t (u - u_h)\|^2_{0, \Omega} \right). \right.
$$

Finally, we conclude the proof after integration over $(0, T)$, application of the results of Corollaries 3 and 4 and (50).

To close the problem of convergence of the pressure approximations we need an estimate of the error in the time derivative of the error. This is the subject of the next paragraph. Here we focus on proving an estimate that requires minimum assumptions on the pressure regularity, but makes the estimate of Lemma 11 quasi-optimal for piecewise linear approximations.

### 6.4 An estimate for $\partial_t (u - u_h)$

The following theorem states the main result of this paragraph.
**Theorem 3** Let \((u, p)\) the solution of (1), \((u_h, p_h) \in W^k_h\) the solution of (9), with \(u_{0,h} = p^k_h u_0\), assume that \((u,p)\) has the regularity (5)–(6) and that \(v < h\). Then, the following estimate holds

\[
\int_0^T \| \partial_t (u - u_h) \|_{0, \Omega}^2 \, dt \leq C(u, p, T) \left( h^{2\alpha - 3} + h^{\alpha - \frac{1}{2}} \| p \|_{H^1(0,T; H^1(\Omega))} \right), \tag{51}
\]

with \(\alpha \overset{\text{def}}{=} \min\{r_u, r_p\}, C > 0\) with no explicit dependence of \(v\) and \(h\) and \(C(u, p, T)\) is proportional to the sum of the the constant of Theorem 2 and the constant of the second estimate of Lemma 5.

**Proof** We first decompose the error \((u - u_h, p - p_h)\) in two parts, using the projection operator \(S_h \overset{\text{def}}{=} (P_h^k, R_h^k)\) defined by (34)

\[
\begin{align*}
    u - u_h &= u - P_h^k u + P_h^k u - u_h = \theta^\pi + \theta_h, \\
p - p_h &= p - R_h^k u + R_h^k u - p_h = y^\pi + y_h.
\end{align*} \tag{52}
\]

Thus, using the triangle inequality and from Lemma 5, we only need to estimate

\[
\int_0^T \| \partial_t \theta_h \|_{0, \Omega}^2 \, dt.
\]

To this aim, we first test the modified Galerkin orthogonality (Lemma 1) with \((v_h, q_h) = (\partial_t \theta_h, 0)\), to obtain

\[
(\partial_t (u - u_h), \partial_t \theta_h) + a_h(u - u_h, \partial_t \theta_h) + b_h(p - p_h, \partial_t \theta_h) + c_h(u; u, \partial_t \theta_h) - c_h(u_h; u_h, \partial_t \theta_h) + \gamma j(u - u_h, \partial_t \theta_h) + j_{u_h}(u - u_h, \partial_t \theta_h) = 0.
\]

Thus, using (52), we get

\[
\| \partial_t \theta_h \|_{0, \Omega}^2 + a_h(\theta_h, \partial_t \theta_h) + b_h(y_h, \partial_t \theta_h) + \gamma j(\theta_h, \partial_t \theta_h) = - (\partial_t \theta^\pi, \partial_t \theta_h) - a_h(\theta^\pi, \partial_t \theta_h) - b_h(y^\pi, \partial_t \theta_h) + b_h(y, \partial_t \theta_h) + \gamma j(P_h^k u, \partial_t \theta_h) + c_h(u_h; u_h, \partial_t \theta_h) - c_h(u; u, \partial_t \theta_h) + j_{u_h}(u_h, \partial_t \theta_h). \tag{53}
\]

Using the definition of \(a_h\), from (12), one readily obtains that

\[
a_h(\theta_h, \partial_t \theta_h) + \gamma j(\theta_h, \partial_t \theta_h) = \frac{1}{2} \partial_t \left[ a_h(\theta_h, \theta_h) + \gamma j(\theta_h, \theta_h) \right]. \tag{54}
\]
We now test (9) with \( \mathbf{v}_h = 0 \), and derive the remaining equation with respect to \( t \), which yields

\[
0 = \partial_t (b_h(q_h, \mathbf{u}_h) - j(p_h, q_h)) \\
= b_h(q_h, \partial_t \mathbf{u}_h) - j(\partial_t p_h, q_h) + b_h(\partial_t q_h, \mathbf{u}_h) - j(p_h, \partial_t q_h) \\
= b_h(q_h, \partial_t \mathbf{u}_h) - j(\partial_t p_h, q_h).
\]

The last equality is obtained by noticing that \( \partial_t q_h \in V^k_h \) and therefore

\[
b_h(\partial_t q_h, \mathbf{u}_h) - j(\partial_t p_h, q_h) = 0.
\]

We then have

\[
b_h(q_h, \partial_t \mathbf{u}_h) - j(\partial_t p_h, q_h) = 0, \quad (55)
\]

for all \( q_h \in V^k_h \). On the other hand, using the same argument, from (34) we obtain

\[
b_h(q_h, \partial_t P^k_h \mathbf{u}) = j(\partial_t R^k_h \mathbf{u}, q_h), \quad (56)
\]

for all \( q_h \in V^k_h \). Thus, by taking \( q_h = y_h \) in (55) and (56), we get

\[
b_h(y_h, \partial_t \theta_h) = j(\partial_t y_h, y_h) \\
= \frac{1}{2} \partial_t j(y_h, y_h). \quad (57)
\]

Therefore, by inserting (54) and (57) into (53), we have

\[
\|\partial_t \theta_h\|_{0,\Omega}^2 + \frac{1}{2} \partial_t \left[ a_h(\theta_h, \theta_h) + j(y_h, y_h) + \gamma j(\theta_h, \theta_h) \right] \\
= -\langle \partial_t \mathbf{\theta}^\pi, \partial_t \theta_h \rangle - a_h(\theta^\pi, \partial_t \theta_h) - b_h(y^\pi, \partial_t \theta_h) + \gamma j(P^k_h \mathbf{u}, \partial_t \theta_h) \\
+ c_h(\mathbf{u}_h; \mathbf{u}_h, \partial_t \theta_h) - c_h(\mathbf{u}; \mathbf{u}, \partial_t \theta_h) + j(\mathbf{u}_h, \partial_t \theta_h). \quad (58)
\]

Now we estimate the terms \( T_i \) for \( i = 1, \ldots, 3 \). In the following, \( \epsilon > 0 \) stands for a constant to be fixed later on. For the first term, we use (34) to obtain,

\[
T_1 = -(\partial_t \mathbf{\theta}^\pi, \partial_t \theta_h) + (\mathbf{\theta}^\pi, \partial_t \theta_h) - b_h(p, \partial_t \theta_h) \\
\leq \frac{1}{2\epsilon} (\|\partial_t \mathbf{\theta}^\pi\|_{0,\Omega}^2 + \|\mathbf{\theta}^\pi\|_{0,\Omega}^2) + \frac{\epsilon}{2} \|\partial_t \theta_h\|^2 - b_h(p, \partial_t \theta_h). \quad (59)
\]
The second term is treated as in (48), with \( \partial_t \theta_h \) in the place of \( \Pi_h^k v_p \). Therefore, after using an inverse inequality, we get

\[
T_2 \leq Ch^{-1} \| u - u_h \|_{0, \Omega} \left( \| u \|_{0, \infty, \Omega} + \| u_h \|_{0, \infty, \Omega} \right) \| \partial_t \theta_h \|_{0, \Omega} \\
+ Ch^{-1} \| u_h \|_{0, \infty, \Omega} \left( \| u - u_h \|_{0, \Omega} \right) \| u_h \|_{0, \infty, \Omega} \| \partial_t \theta_h \|_{0, \Omega}.
\]

Finally, using Cauchy–Schwarz and an inverse inequality

\[
T_3 \leq j u_h (u_h, u_h)^{1/2} j u_h (\partial_t \theta_h, \partial_t \theta_h)^{1/2} \\
\leq C \| u - u_h, p - p_h \|_{u_h} \| u_h \|_{0, \infty, \Omega} h^{-1/2} \| \partial_t \theta_h \|_{0, \Omega} \\
\leq C \| u_h \|_{0, \infty, \Omega}^2 h^{-1/2 \epsilon} \| (u - u_h, p - p_h) \|_{u_h}^2 + C \epsilon \| \partial_t \theta_h \|_{0, \Omega}^2.
\]

Integrating over \((0, T)\), using coercivity (Lemma 8) and by combining estimates (59)–(60) with Theorem 2, we obtain (for \( \epsilon > 0 \) sufficiently small)

\[
\int_0^T \| \partial_t \theta_h \|_{0, \Omega}^2 \, dt \leq C \| (\theta_h(0), y_h(0)) \|_0^2 + C (u, p, T) h^{2 \min\{r_u, r_p\} - 3} \\
+ \int_0^T b_h (p, \partial_t \theta_h) \, dt.
\]

First of all, we note that after partial integration first in space and then in time, we may write (for the last term on the right hand side),

\[
\int_0^T b_h (p, \partial_t \theta_h) \, dt = \int_0^T (\nabla p, \partial_t \theta_h) \, dt \\
= - \int_0^T (\partial_t \nabla p, \theta_h) \, dt + (\nabla p(T), \theta_h(T)) \\
- (\nabla p(0), \theta_h(0)).
\]

By applying a Cauchy–Schwarz inequality and the Sobolev embedding

\[
\| \nabla p \|_{L^\infty(0, T; L^2(\Omega))} \leq C \| \nabla p \|_{H^1(0, T; L^2(\Omega))},
\]

in combination with Theorem 2 we have

\[
\int_0^T b_h (p, \partial_t \theta_h) \, dt \leq C \| p \|_{H^1(0, T; H^1(\Omega))} h^{\min\{r_u, r_p\} - 1/2}.
\]
Clearly, we have a triple norm contribution from the unknown initial discrete error in the pressure \( y_h(0) \) in the right hand side of (61). Indeed, the term we need to control is

\[
j(y_h(0), y_h(0)) = j(R_h^k u_0, R_h^k u_0 - p_h(0)) - j(p_h(0), R_h^k u_0 - p_h(0)).
\] (62)

Using the discrete incompressibility equations for \( u_h(0) \) and \( P_h^k u_0 \) (and since \( \nabla \cdot u_0 = 0 \) we have

\[
b_h(q_h, u_h(0)) = j(p_h(0), q_h),
b_h(q_h, P_h^k u_0) = j(R_h^k u_0, q_h).
\]

Thus, taking \( q_h = R_h^k u_0 - p_h(0) \) and since \( u_h(0) = P_h^k u_0 \), from (62) we have

\[
0 = b_h(R_h^k u_0 - p_h(0), P_h^k u_0 - u_h(0)) = j(R_h^k u_0, R_h^k u_0 - p_h(0)) - j(p_h(0), R_h^k u_0 - p_h(0)) = j(y_h(0), y_h(0)).
\]

Hence we conclude that \( j(y_h(0), y_h(0)) = 0 \) and the theorem follows. \( \square \)

7 Conclusion

We have derived a priori error estimates for finite element approximations of the incompressible Navier–Stokes equations that are independent of the local Reynolds number and hence valid also for the incompressible Euler equations. The estimates are similar to those obtained in [23] in the case of piecewise linear elements and quasi-optimal for the velocities, with the loss of \( h^{1/2} \) with respect to approximation typical for stabilized methods.

For polynomial orders \( k \geq 2 \) the estimates for the time derivative of the velocity of Theorem 3 is suboptimal in case the pressure is very regular due to the non-consistency of the projection (34). The estimate can be improved if the analysis is performed in a time weighted norm [25] or assuming “sufficient” regularity of the pressure, typically \( p \in C^1(0, T; H^{k+1}(\Omega)) \) (see, for instance, [18]). It is questionable if this stronger hypothesis can be justified (see the discussion in [25]). Convergence may also be proven assuming less regularity on the pressure, however if dependence on the viscosity is to be avoided it seems difficult to get away with less than \( p \in H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)) \). It is our hope that the present analysis sheds some light on the question of how to construct reliable numerical methods for large eddy simulation, where the local Reynolds number must always be assumed to be high. The fully discretized case and numerical examples will be addressed in a forthcoming work.
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