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ABSTRACT A numerical model for the calculation of noise
spectra of actively or passively mode-locked lasers has been de-
veloped. Fluctuations not only of the timing error, but also of all
other quantities of interest can be quantified. The model is based
on a pulse propagation algorithm with quantum noise sources. It
allows the study of a much wider class of phenomena than those
accessible with analytical techniques, and it is useful for testing
the validity limits of analytical results.

PACS 43.50.+y, 42.50.Lc, 42.60.Fc

1 Introduction

Mode-locked lasers generate trains of quite regu-
larly spaced optical pulses, which are useful for a very wide
class of applications. The noise properties of the pulse trains
are of interest as a subject of fundamental physics as well as
for applications. In particular, the timing jitter can affect op-
tical data transmission, optical sampling measurements, and
experiments with synchronized lasers. Noise also occurs in
other quantities such as the pulse energy, pulse duration, chirp,
optical phase, etc. In a laser, these types of noise are coupled to
each other in various ways, depending on the circumstances.

A quantitative understanding of laser noise is highly de-
sirable from a theoretical perspective as well as a prereq-
uisite for systematic minimization of noise by proper laser
design. In recent years, some analytical models [1–3] have
generated significant insight. In particular, the model by Haus
and Mecozzi [2] describes the noise of lasers which are pas-
sively mode-locked with a fast saturable absorber and which
have soliton-like pulses circulating in the resonator, while
Hjelme et al. [1] treated actively mode-locked lasers. How-
ever, all such analytical models become rather sophisticated
while remaining restricted to rather limited situations. For
example, such limitations concern mode locking with slow
saturable absorbers, e.g. semiconductor saturable absorber
mirrors (SESAMs, [4, 5]), and also the realistic modeling of
intensity noise and its coupling to timing noise in various
ways, and the noise in other quantities such as the pulse dura-
tion, which may be coupled to timing noise.
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A comprehensive discussion of the noise properties of
mode-locked lasers thus requires a combination of analytical
and numerical techniques. In this paper, which forms part one
of a two part article, I describe in detail a numerical model,
which allows calculation of the noise properties of a very wide
class of actively or passively mode-locked lasers. Here, mode
locking can be achieved by using a modulator, a fast or slow
saturable absorber, or even by a combination of these. The
results of the numerical model have been compared with ana-
lytical results in simple cases, but have also been used in cases
which can not be treated with existing analytical models, such
as cases with realistic gain saturation, where relaxation oscil-
lations occur and couple to the timing fluctuations via various
effects, such as temporal shifts introduced by a slow saturable
absorber, a Kerr nonlinearity with self-steepening in the gain
medium, or phase profiles of the gain medium obtained via
Kramers–Krönig relations. This leads in part to surprising,
although physically explainable results, as discussed in the
second part [6] of this article. For example, I found that the
coupling between intensity and timing noise in a slow sat-
urable absorber can be eliminated by correctly adjusting the
degree of saturation.

To my knowledge, the literature so far contains only
a short mention of a similar numerical model [7], but no de-
tailed description or even a detailed discussion of results.
While the general approach of numerical modeling is quite
straight-forward, there are a couple of non-trivial problems
to be solved in order to obtain reliable numerical results.
In the following, this is discussed in detail. After correction
of some trivial errors in the Haus/Mecozzi calculations [2],
the results of their analytical model agree with the numeri-
cal model not only for soliton mode-locked lasers with a fast
saturable absorber, but also for lasers without any dispersion
and nonlinearity, even though this situation is clearly outside
the assumptions underlying the analytical model. Alternative
derivations of the key results, which do not depend on soliton
perturbation theory, allows to explain this finding in part two
of this article [6].

2 Definitions for the characterization of noise

Unfortunately, the literature on noise in lasers suf-
fers from a confusion which largely arises from different con-
ventions, frequently incomplete specification of conventions,
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and also partly from mathematical difficulties. Examples are
the use of one-sided and two-sided power densities, and the
relations between timing noise, phase noise, and the noise
observed in the radio-frequency spectrum of a photodiode,
particularly under conditions of large phase noise where first-
order approximations break down. In the following I attempt
to clearly explain the notation and a few basic mathematical
aspects for use in both parts of this article.

This article deals with the noise in several parameters of
the pulses generated by mode-locked lasers. It is always as-
sumed that the pulses are completely separable from each
other, which is normally the case in existing lasers. Of par-
ticular interest is the timing error ∆t, which is the deviation
of the temporal position of a pulse from a reference, which
can be chosen to be the corresponding pulse position for a hy-
pothetical laser without any noise inputs. More precisely, the
temporal position tp is not defined by the power maximum but
rather by the “center of gravity”:

tp ≡
∫

t P(t) dt∫
P(t) dt

(1)

with the optical power P(t). The integration range should fully
cover one pulse, but not overlap with neighboring pulses.

The timing error ∆t is frequently transformed into a phase
error

∆ϕ = 2π frep ×∆t , (2)

(where frep is the pulse repetition rate) so that the timing noise
is often called phase noise. This is the phase noise of the low-
est harmonic of the output of a photodiode detecting the power
of the pulse train. In order to avoid confusion with the noise in
the optical phase of the pulses, the term timing phase noise is
used for this.

Other pulse parameters of interest are the pulse energy Ep,
the FWHM (full width at half maximum) pulse duration τp,
the deviation ∆ fc of the optical center frequency from the ref-
erence frequency fref, and the optical phase ϕopt.

The noise in all these pulse parameters can be quantified
by two-sided spectral power densities. For example, there is
the power density Sϕ( f ) corresponding to the timing phase
ϕ. Note that spectral power densities of such quantities which
do not vanish for large times can not be simply defined as the
squared modulus of the Fourier transform, as the correspond-
ing integrals would diverge. One possibility is to remove the
divergence with a definition like

Sϕ( f ) ≡ lim
T→∞

1

T

∣∣∣∣∣∣∣
+T/2∫

−T/2

∆ϕ(t) e+i2π ftdt

∣∣∣∣∣∣∣
2

, (3)

where the Fourier transform is calculated for a finite time
interval of width T and the limit for T → ∞ is used. The
Wiener–Khinchin theorem states that this definition is equiva-
lent to

Sϕ( f ) =
+∞∫

−∞
Gϕ(τ) ei2π fτdτ, (4)

with the autocorrelation function

Gϕ(τ) = 〈∆ϕ(t)∆ϕ(t + τ)〉 , (5)

where 〈...〉 denotes an expectation value (ensemble average).
In fact, (4) is often the simplest way of obtaining noise spec-
tra in analytical calculations, while numerical calculations are
usually based on the squared modulus of the Fourier transform
of the data for a finite time span T , divided by T . In any case,
the units of Sϕ( f ) are rad2 s = rad2/Hz, while the units of the
Fourier transform would be rad2 s2.

Note that these are two-sided spectral densities, defined
for both positive and negative frequencies. As the quantities of
interest are all real, S(− f ) = S( f ) for all these quantities. The
corresponding one-sided spectral densities (which are more
common in the engineering disciplines), defined only for non-
negative frequencies, are just two times higher.

Using (5), one can calculate the variance according to

σ2
∆ϕ ≡ 〈|∆ϕ|2〉 =

+∞∫
−∞

Sϕ( f ) d f , (6)

although such integrals are not always convergent. For ex-
ample, the integral would diverge for a free-running passively
mode-locked laser due to the divergence of Sϕ( f ) at f = 0.

In other articles, spectral densities are often used as func-
tions of the angular frequency ω = 2π f . Confusion then often
arises from different normalization. Some authors adjust the
normalization of spectral densities so that (6) simply reads
with ω instead of f ; the ω-dependent spectral densities are
then lower by a factor of 2π to compensate for the larger dif-
ferential dω = 2π d f . Other authors, such as Haus et al. [2],
write all frequency integrals with the differential dω/2π, so
that their spectral densities have the same magnitude as those
with the variable f , are used throughout this article. Ad-
ditional problems of this type can arise when the noise of
frequency variables, such as the repetition frequency frep or
ωrep = 2π frep, are considered.

When the power of the pulse train is detected with a pho-
todiode, the spectrum of the resulting photodiode signal has
a significant spectral power density near the harmonics of the
repetition frequency, and this spectrum is related to the tim-
ing phase noise. However, this relation is not trivial. First of
all, intensity noise also affects this spectrum. The effects of
intensity and phase noise on this spectrum can, under certain
circumstances, be distinguished from each other by compar-
ing the noise sidebands of several harmonics ([8–11]). In sim-
ple cases where the intensity noise is negligible and the phase
excursion stays small (i.e., |∆ϕ| � 1 for all times), a simple
relation is obtained. One typically describes the photodiode
signal around the first harmonic at f = frep with a normalized
power density L( f ), where f is the noise frequency (devia-
tion from frep) and the integral of L( f ) over the first harmonic
is unity. With L( f ) = ∆( f )+ Lnoise( f ), where ∆( f ) is the
Dirac delta function and the power contribution of Lnoise( f )

to the integral of L( f ) is usually very small compared to the
contribution of the delta function. With |∆ϕ| � 1 for all times
(which is usually the case in actively mode-locked lasers or
in timing-stabilized passively mode-locked lasers), and as-
suming weak noise in the intensity and other parameters, this
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gives Lnoise( f ) = Sϕ( f ), if Sϕ( f ) is two-sided (or one half this
value for one-sided Sϕ( f )). This means

L( f ) = δ( f )+ Sϕ( f ) . (7)

However, note that this simple relation does not hold for large
phase excursion, which can easily occur in free-running pas-
sively mode-locked lasers. In that case, the spectral density
of the photodiode signal has a finite value at f = frep while
Sϕ( f ) is divergent at f = 0. For example, a Lorentzian form
of L( f ) is obtained for cases with Sϕ( f ) ∝ f −2.

Note that in order to avoid this kind of complication,
the revised IEEE standard 1139-1988 [12] uses the defin-
ition L( f ) ≡ Sϕ( f ) (adapted to the notation with two-sided
Sϕ( f )) even for large phase excursions. However, L( f ) then
no longer corresponds to the measured photodiode spectrum.

The timing noise can alternatively be characterized by the
noise of the instantaneous repetition rate, defined as the in-
verse spacing of subsequent pulses. The power densities are
related to each other by

Sϕ( f ) = 1

f 2
Sfrep( f ) , (8)

where f is the noise frequency. This shows that for example
white noise in the repetition frequency corresponds to f −2

noise in the timing phase or in the timing error ∆t, i.e., slower
frequency fluctuations lead to larger accumulated timing devi-
ations.

For most other pulse parameters, I prefer to use the spec-
tral power densities of normalized quantities. In particular,
I use the intensity noise SI ( f ) corresponding to the spectrum
of the pulse energy divided by its average value, and accord-
ingly Sτ ( f ) for the spectrum of the normalized pulse duration
and S∆ fc( f ) for the normalized center frequency. Only for the
optical phase ϕopt such a normalization is not required.

3 Pulse propagation with quantum noise sources

The basic principle of this model is to numerically
propagate a pulse through the laser cavity, taking into account
influences from all intracavity elements, in particular from
the gain medium, linear and nonlinear losses, dispersion, and
nonlinearities. Various noise sources can be included in the
propagation. The pulse properties like pulse energy, temporal
position, duration, etc. are recorded after each cavity round-
trip (or only after each tenth round-trip). Finally, the results
are statistically processed in order to obtain noise spectra.

3.1 Representation of the pulses

3.1.1 Continuous functions. In an analytical model, the state
of a pulse can be described by a complex envelope A(t) in the
time domain, or by a complex envelope A( f ) in the frequency
domain. These functions are considered to only describe a sin-
gle pulse, and not a pulse train.

The complex amplitude (envelope) A(t) is normalized so
that the power is

P(t) = |A(t)|2 . (9)

The ”E field” is defined as

E(t) = Re (A(t) exp(−i2π freft)) , (10)

and does not have the units of an electric field but rather the
units

√
W. The fast optical oscillation is removed from the

amplitude function by introducing the reference frequency
fref, which is normally chosen to be close to the center fre-
quency of the pulse. The envelope A(t) is then only slowly
varying, i.e., on time scales larger than the optical oscillation
period, particularly for long pulses.

In the frequency domain, there is the complex envelope
A( f ). Time and frequency domains are related by Fourier
transforms:

A(t) =
+∞∫

−∞
A( f )× exp(−i2π f t) d f (11)

A( f ) =
+∞∫

−∞
A(t)× exp(+i2π f t) dt (12)

As the temporal amplitude does not contain the fast optical os-
cillation, the frequency domain amplitudes correspond not to
optical frequencies but to frequency offsets f relative to fref.

A positive phase shift applied to the complex amplitude
A(t) means a phase delay, while a negative phase shift means
an advance of the phase.

The pulse energy is

E =
+∞∫

−∞
|A(t)|2 dt =

+∞∫
−∞

|A( f )|2 d f . (13)

3.1.2 Numerical representation. In the numerical model, the
envelope functions A(t) and A( f ) of a pulse are represented
by one-dimensional arrays Aj and Ãj of complex values with
an integer index j running from 1 to N, the total number of
points, which should be a power of 2. In this case, the simplest
form of a Fast Fourier Transform (FFT) algorithm can be used
to switch between time and frequency domain.

The temporal samples Aj (with units
√

W) are located
symmetrically around t = 0. More precisely, t = 0 corres-
ponds to j = j0 ≡ N/2, and the index j corresponds to tj =
( j − j0)δt with the temporal resolution δt. This means that the
time span ranges from (1− j0)δt to (N − j0)δt. Although tN −
t1 = (N −1)δt, the temporal samples can be interpreted to rep-
resent a temporal range of T = N δt as each sample represents
a time interval of width δt around tj = ( j − j0)δt.

The temporal resolution δt is usually chosen so that the
main part of the pulse is covered with ≈ 20 samples. The
whole trace typically contains 256 or 512 samples, i.e., it
spans a range in the order of 20–40 pulse durations. As dis-
cussed in Sect. 4.1, this relatively course sampling is suffi-
cient. Also note that particularly for lasers with low repetition
rates, the represented time span is typically chosen to be only
a small fraction of the pulse repetition period, because there
is negligible power outside this time span. Note, however,
that for lasers with high repetition rates, or more precisely,
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for lasers where the pulse duration is not orders of magnitude
smaller than the repetition period, it can become necessary to
make the length of the represented time span identical to the
repetition period, if some interaction of adjacent pulses occurs
through the pulse wings.

In the frequency domain, the pulse is represented by com-
plex amplitudes Ãj , corresponding to the discrete offset fre-
quencies fj = ( j − j0) δ f relative to the reference frequency
fref. The frequency resolution is δ f = 1/T and the width of
the frequency range F = Nδ f = N/T . The units of Ãj are√

J/
√

Hz, and
∣∣ Ãj

∣∣2
is the power of a frequency bin with units

J/Hz. The maximum frequency offset is (N/2)δ f = N/2T
(the Nyquist frequency).

The total pulse energy is then

Ep = δt
N∑

j=1

∣∣Aj

∣∣2 = δ f
N∑

j=1

∣∣ Ãj

∣∣2
. (14)

3.2 Object-oriented approach

The object-oriented programming approach, which
I have used in the development platform Borland Delphi, is
highly convenient for such modeling. Here, each pulse is rep-
resented as an object, holding the time and frequency traces
as dependent objects. Numerous methods of the pulse object
have been implemented to do certain operations on a pulse or
to deliver pulse qualities such as energy, duration, or spectral
power densities. The laser cavity is another object, holding de-
pendent objects which represent all optical elements, which
themselves can act on pulse objects. These actions are exe-
cuted by one or several operators, representing effects like
laser gain, nonlinearity, or dispersion. Depending on the par-
ticular case, an operator may act in the time domain or in the
frequency domain, providing the representation of the modi-
fied pulse in one domain and invalidating the trace of the other
domain. The latter can later be obtained by applying the FFT
algorithm, if required.

3.3 Pulse propagation without quantum noise

The effect of intracavity optical elements on the
pulse are all reflected by certain changes of the amplitude
given either in the time or frequency domain. In the follow-
ing I briefly summarize only the most important operations,
as other effects and extensions are relatively straight-forward
to implement. Depending on the type of laser, a suitable
combination of optical elements (in the case of my program
described by commands in an input text file) are used in
the model. For example, in a standing-wave cavity the gain
medium may appear twice (for both directions of travel), al-
though both passages through the gain medium can often be
combined into a single one for simplicity.

3.3.1 Laser gain. The application of a constant gain cor-
responding to a power amplification factor G is trivial, it
simply amounts to a multiplication of all amplitudes in the
time or frequency domain with

√
G. A simple extension is

wavelength-dependent gain, which is applied preferentially in

the frequency domain, making the applied factor frequency-
dependent. In this case, it is possible to take into account the
phase profile associated with the gain, which can be calculated
for arbitrary gain profiles using Kramers–Krönig relations
(adapted from [13]):

∆ϕ(ν) = − ν

π
℘

+∞∫
0

ln G(ν′)
ν′2 − ν2

dν′, (15)

where ∆ϕ is the spectral phase change and G(ν) is the power
amplification factor at the optical frequency ν, while ℘ stands
for the principle value of the integral. Such a phase profile
contributes some amount of dispersion, which can be simply
added to other contributions of dispersion in the cavity. More
importantly, the gain can fluctuate, and the Kramers–Krönig
phase profile translates these fluctuations into noise of the op-
tical phase and of the timing. The Haus/Mecozzi model [2],
incorporated a term which can describe such effects for a sim-
ple Lorentzian gain spectrum, although this term has later
been dropped in the calculation of the timing jitter, apparently
because it is negligible in the particular case of a Ti:sapphire
laser.

Another essential property of laser gain is that it can be sat-
urated. The Haus/Mecozzi model uses a very simple type of
gain saturation, depending on the pulse energy but not on its
history. This may be a reasonable approximation for semicon-
ductor lasers, where the gain very quickly responds to changes
of pulse energy, but not for typical solid-state lasers, where
gain saturation accumulates over many round-trips, leading to
phenomena such as relaxation oscillations. A realistic model
of these, making possible a study of timing noise arising from
intensity fluctuations, must be based on a dynamical variable
for the gain which evolves together with the pulse according
to a differential equation of the form

∂

∂t
g = −g − gss

τg
− g P

Esat,g
, (16)

(valid for |g| � 1) where g is the gain coefficient (corres-
ponding to a power amplification factor G = exp(g)), gss is
the steady-state small-signal gain, τg is the gain recovery time
(spontaneous lifetime of upper laser level), P is the intracavity
laser power (averaged over one cavity round-trip), and Esat,g

the saturation energy of the gain.
In solid-state lasers, the pulse energy is normally well be-

low Esat,g, so that the gain g has to be numerically updated
only once per round-trip, but not during a pulse. This also al-
lows application of the gain in the frequency domain, so that
it can be made frequency-dependent. For broad pulse spectra
(extending significantly beyond the spectral gain maximum),
one may then use an effective saturation energy depending on
the pulse spectrum.

In solid-state lasers, the gain saturation may be homoge-
neous or inhomogeneous, but as long as the pulse energy stays
well below the saturation energy, the type of gain saturation
is of limited importance. It is only that inhomogeneous sat-
uration will distort the shape of the saturated gain spectrum,
but this shape will be nearly constant for given parameters
of the laser and can easily be incorporated in the numerical
model. Only for the rare case of a laser with strong saturation
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during a pulse will inhomogeneous saturation make a more
complicated model necessary, where the gain medium is de-
composed into a series of frequency components with inde-
pendent interaction with the optical field.

Finally, gain and intensity fluctuations are often excited
by pump noise. Nowadays, diode lasers, often in the form of
diode bars, are commonly used as pump sources. Although
diode lasers do not exhibit the very large low-intensity noise
originating in arc lamps, their noise is usually 20–30 dB above
the shot noise level for diode bars, or about 10 dB above the
shot noise level for single-element diode lasers [14], which
can however, provide only a few hundred milliwatts of pump
power. At frequencies up to the relaxation oscillation fre-
quency, this pump noise induces a large excess noise in the
intensity of the mode-locked laser, and this can affect the tim-
ing noise as well.

The pump noise can be quite easily incorporated into
the model if one assumes a flat noise spectrum (i.e., white
noise) for the pump laser, a pulse repetition rate far above
the upper-state lifetime of the gain medium, and a four-level
gain medium. These assumptions are reasonable for most
mode-locked solid-state lasers pumped with diode bars. Then,
within one pulse period the pump contributes an averaged
value of

∆g = Trt

τg
gss (17)

to the gain, where Trt = 1/ frep is the round-trip time. (A smal-
ler part of this change is lost by spontaneous emission.) This
change of gain corresponds to contributing an average number

∆N = ∆g
Esat,g

hν
= Trt

τg
gss

Esat,g

hν
(18)

to the excited-state population. For a shot-noise-limited
pump, the variance of this value equals its average value. The
corresponding variance added to g is

σ2
g = hν

Esat,g
gss

Trt

τg
. (19)

Thus, a random value with a Gaussian distribution and the
calculated variance can just be added to the gain after each
round-trip. If the pump noise power density is above the shot
noise level by a certain factor, the variance of (19) can be mul-
tiplied by this factor.

For a pump source with a non-constant power density, one
can generalize the procedure by adding noise amplitudes to
the gain which are partially correlated to each other.

3.3.2 Saturable absorption. The case of a fast saturable ab-
sorber is the simpler one. Here, the loss is instantaneously
reacting to the optical power:

l(t) = l0

1 + P(t)/Psat
, (20)

with the unsaturated loss l0 and a saturation power Psat. The
approximation of weak absorber saturation, as typically used
in analytical models (although it is often not accurate), is not
required.

A slow saturable absorber can be modeled with an equa-
tion similar to (16). However, there are usually significant
changes of absorption occuring during the passage of the
pulse, so that (16) has to be solved on this short time scale.
This makes it difficult to include a frequency dependence of
the saturable absorption.

The excitation of an absorber may also change the phase
delay for the pulses. This effect is often described by the so-
called linewidth enhancement factor α, which originally has
been introduced in the context of semiconductor lasers [15]
but can also be used for saturable absorbers. A numerical
model even allows going beyond a simple linear relation
between absorption and phase delay, but the assumption of
a wavelength-independent saturable absorption is required to
keep the equations reasonably simple.

3.3.3 Active modulator. The effect of an active modulator on
the pulses can be described by a simple time-dependent am-
plitude transmission factor. In addition, in some cases there
is also a significant change of the phase delay. In this case,
a time-dependent complex transmission factor can be used.

3.3.4 Dispersion. While the Haus/Mecozzi model [2] con-
tains only second-order dispersion, a numerical model allows
treatment of the dispersion of arbitrary spectral shapes. No
matter how the dispersion is specified, one can calculate an ar-
ray of spectral phase shifts, used to rotate the complex phases
of the pulse amplitudes in the frequency domain.

3.3.5 Kerr nonlinearity. The Kerr effect changes the refrac-
tive index of a material in proportion to the optical intensity. It
results from the instantaneous nonlinear response of the ma-
terial, which arises mainly from electronic polarization and
is important in most mode-locked lasers. The phase change
caused to the optical power P by the Kerr effect in a medium
with nonlinear index n2 and length L, where the Gaussian
beam radius in the medium is w, can be calculated as

∆ϕ = ∆n(I)
2π

λ
L = n2

P

πw2/2

2π

λ
L = 4n2 P L

λ w2
. (21)

Note that the intensity used is the peak intensity of the Gaus-
sian profile, rather than some averaged intensity. The phase
change on the beam axis can be then obtained, while the re-
duction of the nonlinear phase change at other radial positions
leads to Kerr lensing. The latter can be used for Kerr-lens
mode locking [16], i.e., an effective fast saturable absorption
effect arising from power-dependent mode sizes in the laser
cavity. While a full spatio-temporal description of such effects
is very difficult, one can approximately describe the Kerr lens-
ing effect by adding a fast saturable absorber in the model.

A closer inspection of effects caused by nonlinear polar-
ization reveals that (21) is only an approximation. Besides
the nonlinear phase change, there is also a nonlinear change
of the group velocity in the medium. This effect, called self-
steepening [17], directly affects the temporal pulse position,
and as this temporal shift depends on the pulse energy and du-
ration, it leads to a coupling of noise in the intensity and pulse
duration to timing noise. A comprehensive study of these kind
of effects requires the implementation of the self-steepening
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effect. Reference [18] presents an equation to describe the
combined action of the ordinary Kerr effect and the self-
steepening correction:

∂

∂z
A(z, t) = iγ

(
1 + i

ω0

∂

∂t

) (|A(z, t)|2 A(z, t)
)
. (22)

Here, A(z, t) is a complex amplitude describing pulse propa-
gation in a fiber along the z direction, and (22) shows only the
nonlinear term with the coefficient γ ∝ n2/w

2. For a numer-
ical implementation, the self-steepening term with the time
derivative needs special attention. It is usually not advisable
to approximate it with finite differences. Instead, one can use
the fact that in the frequency domain the first parenthesis rep-
resents a multiplication with the optical angular frequency ω,
divided by the mean frequency ω0. One can therefore com-
pute the Fourier transform of the right parenthesis, multiply
the result with ω/ω0, and then apply the inverse Fourier trans-
form. Equation (22) demonstrates that the common approxi-
mation without the self-steepening term amounts to replacing
the optical frequency with the optical mean frequency, which
is often acceptable for narrow pulse spectra. For short pulses,
however, the temporal shift caused by the self-steepening ef-
fect is more important, in particular because it often becomes
strong due to the high peak intensities in femtosecond laser
cavities.

3.4 Quantum noise sources

For numerical modeling of the influence of quan-
tum noise, I use a semiclassical approach, namely the Wigner
method [19]. Here, the complex amplitudes A(t) and Ã(t)
in the time and frequency domain, respectively, carry quasi-
classical random fluctuations which are excited by random
noise terms arising from various interactions.

The initial pulse is usually assumed to have noise at the
standard quantum noise level. This amounts to having a ran-
dom noise amplitude δA(t) in the time domain with an auto-
correlation

GδA(τ) ≡ 〈δA∗(t) δA(t + τ)〉 = hν

2
δ(τ), (23)

where hν is the photon energy. This noise is related to a two-
sided power density

SδA( f ) =
+∞∫

−∞
GδA(t) ei2π ft dt = hν

2
, (24)

of the noise in the complex amplitudes. The corresponding
noise in the optical power P = |A|2 has the two-sided power
density

SδP( f ) =
+∞∫

−∞
GδP(t) ei2π ft dt = P̄ hν, (25)

with an average power P̄, while the phase noise is character-
ized by

Sδϕ( f ) = hν

4P̄
. (26)

The power noise given by (25) corresponds to the well-known
shot-noise level.

Of course, the equations above can not be directly applied
to the discrete amplitudes in the numerical model. For these,
it is necessary to average the noise amplitudes over the time
δt (which determines the temporal resolution). This results in
a variance

σ2
δA

∣∣
δt = 〈δA∗(t)δA(t)〉 = 1

(δt)2

〈 δt∫
0

δA∗(t) dt

δt∫
0

δA(t ′) dt ′
〉

= 1

(δt)2

δt∫
0

δt∫
0

〈δA∗(t) δA(t ′)〉 dt dt ′ = hν

2 δt
, (27)

of the complex amplitude, or to variances of half this value in
the real and imaginary parts. Similarly, in the frequency do-
main there is a variance hν

2 δ f of the complex amplitudes. The
initial pulse can be constructed by adding random values with
e.g. a Gaussian distribution of the above calculated variance to
the noiseless input values, which represent a Gaussian pulse
shape.

During the pulse propagation, additional noise comes into
play. Quantum noise influences result from spontaneous emis-
sion in the gain medium and from linear losses, while classical
noise results from pump fluctuations and from fluctuations of
the cavity length.

The noise from an ideal four-level gain medium with an
intensity gain coefficient g, which is assumed to be � 1,
can be described by adding complex noise amplitudes with
the variance hν

2 δt g to the temporal amplitudes. For a large
gain, the noise amplitudes can be added with the variance
hν
2δt (exp(g)−1) after applying the noiseless gain. Three-level
gain media (with reabsorption from the lower laser level)
cause stronger noise, which can be described by introducing
a factor θ > 1 (as done in [2]).

Linear loss is also associated with added quantum noise;
e.g., a linear loss with intensity loss coefficient l is related to
complex temporal noise amplitudes with variance hν

2 δt l. Non-
linear loss cannot be treated in this way. However, the nonlin-
ear loss is often weak compared to the total loss, so that its
noise influence can be introduced in an approximate way by
adding quantum noise corresponding to a linear loss with the
same average value.

As gain and loss should approximately balance each other
near the steady state, one may apply twice the noise powers
in the gain medium in order to incorporate the (equal) effect
of losses. This has been done in the Haus/Mecozzi model [2].
However, the gain actually has a finite bandwidth while the
losses may be broadband. This simplification is then a good
approximation if the pulse spectrum is narrow compared to
the gain bandwidth, which is the case in most (but not all)
cases.

The action of the output coupler on the intracavity pulses is
exactly the same as for any other linear loss. However, there is
an important subtlety for the output pulses: the vacuum noise
which enters the cavity through the output coupler is fully cor-
related with the vacuum noise reflected at the output coupler
into the output beam. For a precise calculation of the quan-
tum noise in the output, this effect would have to be taken into
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account. However, the effect is only relevant for frequencies
around the point where the plateau in the phase noise spectrum
is reached, because only there the two noise contributions are
comparable, so that their correlation matters.

3.5 Classical noise

In Sect. 3.3.1 the influence of classical excess
pump noise has already been discussed. This should not be
confused with quantum noise arising from gain (as discussed
in Sect. 3.4) even for a noiseless pump mechanism.

Another important source of classical noise arises from
mechanical vibrations of cavity mirrors. The main effect of
these is a modulation of the cavity round-trip time, which
causes timing jitter. It would be relatively easy to add such
noise in the numerical model if the power density of the vibra-
tions is known. However, such effects can also be handled by
an analytical model, and so will not be considered further.

4 Numerical issues
4.1 Numerical accuracy

As described in Sect. 3.1.2, the temporal resolution
δt is usually chosen so that the main part of the pulse is sam-
pled by only ≈ 20 amplitudes. This means that the pulse max-
imum is not very precisely defined. Even if the position of
the maximum is calculated by a second-order interpolation
around the highest amplitude, the possible errors are much
larger than the typical change of pulse position caused by
quantum noise in a single cavity round-trip, which typically
amounts to only to a few attoseconds. Therefore, particularly
for long (picosecond) pulses it may seem surprising that such
a course sampling of the pulses is sufficient to study timing
jitter. However, there are solutions to this problem.

Firstly, to characterize the pulse position, the center of
gravity can be used according to (1), which can be trans-
formed into a form with simple sums for discrete amplitudes.
This quantity, which depends on all amplitudes (not just on
those near the peak), is much less influenced by numerical
problems and at the same time represents a more realistic
measure of the pulse position as measured by a photodetector
which is typically too slow to resolve the details of the pulse
shape.

An additional measure to obtain a high accuracy, very sim-
ply and effectively, is to artificially increase the noise powers
by a large factor (e.g. 1000) and to rescale the resulting power
spectra accordingly. As long as the fluctuations are still small
enough, this does not adversely affect the results while mak-
ing them much less sensitive to numerical errors.

4.2 Limiting the number of cavity round-trips

If the pulse data of M subsequent cavity round-trips
for a laser with repetition rate frep is recorded , the noise spec-
tra extending to the Nyquist frequency, frep/2, can be calcu-
lated, while the lowest noise frequency is frep/M. This means
that particularly for lasers with very high (multi-GHz) repe-
tition rates, many round-trips have to be modeled for noise
spectra extending down to reasonably low noise frequencies
of 100 Hz, so that the computation time can become rather
large.

Apart from optimizing the speed of the computations for
a single round-trip, it is desirable to limit the number of re-
quired round-trips. The first and obvious measure is to study
most phenomena for lasers with a reasonably low repetition
rate of 100 MHz or less. Most of the insight gained in these sit-
uations can then be transferred to high repetition rate lasers.
Another possible technique suitable for high repetition rate
lasers is to combine several round-trips to one effective round-
trip where all effects in the cavity (gain, loss, noise etc.) are
correspondingly stronger. This is a valid approximation as
long as all effects still stay sufficiently weak in each effect-
ive round-trip, so that the order in which the effects are ap-
plied does not matter. In multi-GHz solid-state lasers [20, 21],
the actions of gain, loss, nonlinearity, and dispersion are in-
deed typically so weak that at least several round-trips can be
combined, effectively speeding up the simulations by a fac-
tor of 5–10. In this way though, information on the highest
noise frequencies is lost, however a simple extrapolation from
lower noise frequencies is usually sufficient to compensate for
this.

4.3 Drifts of the pulse position

In the numerical model, one should prevent the
pulse position drifting toward the edges of the temporal range
spanned by the set of complex amplitudes. A simple reason for
this is that the calculation of the center of gravity pulse pos-
ition (see Sect. 4.1) would have to be corrected if the pulse
wrapped around the edges of the time trace. Another problem
occurs for slow saturable absorbers, where the temporal evo-
lution of the additional variable for the state of the absorber is
not correctly calculated when wrap-around effects occur.

While the random walk of the pulse position caused by
noise typically takes many round-trips until the pulse cen-
ter has significantly changed, the edges of the temporal range
can be reached much earlier by systematic drifts. Such drifts
can be caused by a slow saturable absorber, which attenuates
the leading part of the pulse more than the trailing part and
thus shifts the pulse position. Once the drift rate has been cal-
culated with the noise sources switched off, the drift can be
numerically compensated for.

Even with compensated drifts, for longer simulated times
it is necessary to limit the excursion of the pulse position from
the center of the numerically represented region. The most re-
liable and simple technique is to regularly shift the whole time
trace so that the peak of the pulse is near the center. One then
has to sum up all applied shifts in order to obtain the correct
timing positions for calculating the noise spectra.

4.4 Starting with steady-state parameters

The parameters of the initial pulse of the simulation
runs should be close to those of the steady state. In simpler
cases, one can start with analytically calculated parameters,
obtained with equations from [22]. In other cases, one may
have to approximate the steady state numerically, using many
additional cavity round-trips before the actual simulation run.

5 Estimating spectral power densities

Once one has stored a sequence of timing errors for
e.g. 210 = 1024, subsequent cavity round-trips, it appears triv-
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ial to obtain a power spectrum of the timing fluctuations by
applying a fast Fourier transform (FFT) to the data. However,
significant problems can arise if the data are not handled with
care.

It is well known [23] that before applying the FFT, the data
should be multiplied with a so-called window function, which
is zero at the ends of the time interval and non-zero in be-
tween. The reason for this is as follows. The power spectrum
of the fluctuating signal which extends over an infinite range
of time is required, but there is only data for a limited time
interval. By Fourier transforming the data directly, this effec-
tively yields the Fourier transform of the data multiplied with
a step function, which is unity in the time interval and zero
outside. This corresponds to convolution with a sinc func-
tion in the frequency domain, which does not only limit the
spectral resolution, but also can spoil the resulting spectrum
because of the relatively strong side lobes of the sinc func-
tion. By using one of several common window functions, one
can strongly reduce the effect of such side lobes. In many
applications, it does not matter which window function is cho-
sen [23]; a common choice is the Welch window function,
which is basically a second-order polynomial.

For the processing of timing errors of free-running (un-
stabilized) passively mode-locked lasers, the choice of win-
dow function is critical, and the Welch window is not a good
choice. The reason is that the timing errors of such lasers does
a random walk, i.e., drifts unbound for long observation times,
which leads to a strong divergence of the spectral power dens-
ity of the timing error at zero noise frequency. Such steep
spectra are strongly affected by side lobes of window func-
tions. Moreover, severe problems arise from the choice of
a window function where the corresponding leakage function
(basically the Fourier transform of the window function) has
non-zero values for integer frequency offsets (i.e., for offsets
which are integer multiples of δ f ). In this case, the diverg-
ing noise power near the zero frequency strongly affects the
higher-frequency power values. This is exactly the case for the
Welch window, which is therefore unsuitable for this applica-
tion.

A first (but not always sufficient) remedy is to choose
a window function where the corresponding leakage func-
tion has zeros at integer frequency offsets. This is the case
for the Hanning window function, which is proportional to
1 − cos (2πt/T ) when the time window ranges from t = 0 to
t = T . The Fourier transform of this is zero for frequencies
j/T with integer values j and | j| ≥ 2. As a result, even high
power densities near f = 0 have little effect on the higher-
frequency power values, except for the first non-zero fre-
quency. For a spectral power density proportional to f −2, this
leads to reasonable results when the first non-zero frequency
value is discarded. However, for a spectral power density pro-
portional to f −4, the leakage problem is still unsolved.

The second remedy, to be used together with the first one,
is to process the differences of subsequent timing errors in-
stead of the timing errors themselves. These differences are
related to changes of the instantaneous repetition frequency:

δ frep,n = δ
1

T̄ + (δtn − δtn−1)
≈ −δtn − δtn−1

T̄ 2
, (28)

where T̄ = 1/ frep is the mean pulse period. Therefore, by
Fourier transforming these timing differences (divided by
T̄ 2), it is possible to obtain the spectral power density Sfrep( f )

of the instantaneous repetition frequency. From this, the
power density of the phase noise can be calculated:

Sϕ( f ) = 1

f 2
Sfrep( f ), (29)

or for the timing noise,

S∆t( f ) =
(

T̄

2π

)2

Sϕ( f ) =
(

1

2π frep

)2

Sϕ( f ). (30)

The first advantage of recording frequency noise rather than
phase noise is that the resulting spectra become less steep. For
example, with Sϕ( f ) ∝ f −2 there is a frequency-independent
value of Sfrep( f ), where leakage problems do not occur. Even
for Sϕ( f ) ∝ f −4, there is only Sfrep( f ) ∝ f −2, where leak-
age problems can be minimized by using the Hanning window
(see above). For even steeper phase noise spectra, problems
could arise, and an even better window function would have to
be used.

A second advantage of recording the frequency noise is
that the drifts as discussed in Sect. 4.3, which correspond to
a constant frequency offset, do not necessarily have to be re-
moved before taking the Fourier transform.

Finally, the direct processing of phase noise leads to a 3 dB
increase of the obtained noise power at the highest frequency
values. This increase can be interpreted as an aliasing effect:
noise components at frequencies above the Nyquist frequency
are mirrored into lower frequency bins. This disturbing effect
does not occur when processing frequency noise, because the
frequency deviations are calculated from the differences of
adjacent phase values, i.e., they are averaged over a finite time
interval, and this effectively removes the frequency compo-
nents above the Nyquist frequency.

For most other dynamical variables, such as the pulse en-
ergy or pulse duration, fluctuations only occur around the
steady state, i.e., are bounded. In these cases, the power dens-
ity at low frequencies stays finite, and the choice of a window
function is not critical. Only for the optical phase noise, an
unbounded random walk occurs, and a processing technique
analogous to the one described above for the timing noise
should be used.

The last issue to be considered is that the calculated
noise power densities are fluctuating and approximate the
real power densities only after averaging. Therefore, I typ-
ically do the numerical pulse propagation for four times as
many pulses as required to obtain noise spectra down to
the required minimum frequency. The simplest possibility
would be to apply the FFT to subsequent arrays of simu-
lated values. However, one obtains better averaging by ap-
plying the FFT to seven overlapping spans of data [23]. This
nearly doubles the number of FFTs to be performed, but as
the computation time is dominated by the pulse propagation
and not by the FFT, this does not significantly increase the
overall computation time, while the averaging is significantly
improved.
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6 Comparison of numerical and analytical results

For a comparison of the numerical results with
those from the analytical Haus/Mecozzi model [2], a sim-
ple situation must be chosen which can be handled by the
analytical model. I used the following parameters for a soli-
ton mode-locked laser operating at 1064 nm, repetition rate
frep = 100 MHz, output coupler transmission 5%, average
output power 100 mW, gain bandwidth 20 nm (with a Gaus-
sian shaped gain spectrum), an absorber with 0.5% unsatu-
rated power absorption (operated so that the peak power is
twice the saturation power), intracavity dispersion 3000 fs2

per round-trip, Kerr nonlinearity 10−6 rad/W, leading to soli-
ton pulses with 0.53 ps duration and 33 mrad nonlinear peak
phase shift per round-trip.

The gain saturation was assumed to depend only on the
pulse energy (not on its history) as in the analytical model. The
assumptions for both models are in effect identical, expect for
small details such as the shape of the gain spectrum (Gaus-
sian for the numerical model and parabolic for the analytical
model), and the frequency dependence of the spontaneous
emission noise, which is taken into account only in the numer-
ical model.

Originally, there was a 3-dB discrepancy between numer-
ical and analytical results at high noise frequencies. I found,
however, that (54)–(57) in [2] for the diffusion constants are
incorrect. Only (56) has been corrected in the erratum [24],
but the other terms should be smaller by a factor of 2. Start-
ing with (26)–(29) and (44) in [2], one arrives at the following
corrected results (using the notation of [2]):

Dw = 2w0θ
2g

TR
hν , (31)

Dθ = 2

3w0

(
1 + π2

12

)
θ

2g

TR
hν , (32)

Dp = 2

3w0τ2
θ

2g

TR
hν , (33)

Dt = π2τ2

6w0
θ

2g

TR
hν . (34)

In particular, the value of Dt was too high by a factor of 2,
causing the 3-dB discrepancy. Note that the errors in the dif-
fusion constants have also propagated into later articles [3].

From the diffusion constants, the noise spectra can be cal-
culated. In particular, for the timing noise, the two-sided spec-
tral power density (adapted to this work’s notation) was found
to be

S∆t( f ) = D2

T 2
rt

Dp

(2π f )2 (
(2π f )2 + τ−2

p
) + Dt

(2π f )2 , (35)

where D is the group delay dispersion per round-trip and

τp = 3π2 Trt ∆ f 2
g τ2

2g
, (36)

with ∆ fg being the FWHM gain bandwidth, τ the FWHM
pulse duration divided by 1.763, and g the saturated intensity
gain per round-trip.

With the corrected diffusion constants, the analytical and
numerical results are fully consistent, as shown in Fig. 1.

Here and in all subsequent spectra the vertical axis shows
10 log

(
Sϕ( f )1 Hz

)
in dBc/Hz, rather than directly as Sϕ( f )

in rad2/Hz. This convention leads to more readable graphs
and has often been used in the literature. As shown in Sect. 2,
for small phase excursions the obtained values indeed indicate
the noise level in the photodiode signal relative to the peak at
f = frep, which justifies the units dBc/Hz. The black points
in Fig. 1 indicate the numerically calculated timing noise
power densities for the intracavity pulses, which on average
agree with the analytically calculated values (solid line). For
the output pulses (gray points), the phase noise approaches
a constant level at high frequencies. This is due to zero-point
quantum fluctuations (vacuum noise) reflected at the output
coupler mirror [25]. The plateau set by these fluctuations rep-
resents the fundamental quantum limit for the timing jitter
(see part II).

As the Haus/Mecozzi model [2] is based on soliton per-
turbation theory, with the assumption that the absorber action
is weak compared to the actions of dispersion and nonlin-
earity, one might not expect it to be valid for a case without
any dispersion and nonlinearity. However, Fig. 2 shows that
even in this case the analytical and numerical results agree
with each other, and the analytical results are apparently cor-
rect. Closer inspection of this situation reveals that the two
mechanisms by which quantum noise causes timing jitter are
actually not at all related to the mechanism which shapes
the sech2 pulses. While this pulse shape can arise from soli-
ton effects, it can also approximately arise from the action
of a fast or slow saturable absorber. In any case, two mech-
anisms allow the quantum noise from spontaneous emission
to affect the timing of the pulses. The direct mechanism in-
volves a random shift of the pulse position by spontaneous
emission. As the second mechanism, spontaneous emission
causes fluctuations of the center frequency, which translate
into changes of group velocity in the presence of dispersion,
so that the pulse timing also fluctuates. Because the transla-
tion from group velocity changes, into timing errors involves
an integration, an additional factor f −2 is obtained for this
part of the spectral power density of the timing noise. These

FIGURE 1 Timing phase noise spectra for a hypothetical soliton mode-
locked laser with a fast saturable absorber. Solid line: result of analytical
model. Black points: result of numerical model for the intracavity pulses.
Gray points: numerical result for the output pulses. The vertical axis displays
10× log

(
Sϕ( f )×1 Hz

)
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FIGURE 2 Timing phase noise spectra for a hypothetical mode-locked
laser with a fast saturable absorber but no dispersion and no Kerr nonlinearity.
Solid line: result of analytical model. Black points: result of numerical model
for the intracavity pulses. Gray points: numerical result for the output pulses

mechanisms have been identified in [2], but it was not rec-
ognized that they do not depend on a soliton pulse-shaping
mechanism.

7 Conclusions

I have described in detail a numerical model which
can be used to simulate various kinds of noise, in particular
the timing noise, of mode-locked lasers. Although the gen-
eral approach is straight-forward, a number of issues have
to be observed and appropriately treated in order to ob-
tain reliable results. A comparison with an earlier analyti-
cal model for simple cases showed perfect agreement of the
results after correcting some trivial errors in the analytical
calculations.

The numerical approach is most flexible, allowing treat-
ment of actively or passively mode-locked lasers and includes
effects like realistic gain saturation, higher-order dispersion,
or various nonlinearities. Part two of this paper [6] will present
a comprehensive discussion of the noise of mode-locked

lasers, based both on the numerical model described here and
on analytical results.
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