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Abstract

Spatial scaling, or an understanding of how distances in different-sized spaces relate to each other, is fundamental for many spatial tasks and relevant for success in numerous professions. Previous research suggests that adults use mental transformation strategies to mentally scale spatial input, as indicated by linear increases in response times and accuracies with larger scaling magnitudes. However, prior research did not account for possible difficulties in encoding spatial information within smaller spaces. Thus, the present study used a discrimination task in which we systematically pitted absolute size of the spaces against scaling magnitude. Adults ($N = 48$) were presented with two pictures, side-by-side on a computer display, each of which contained a target. Adults were asked to decide whether the targets were in the same position or not, by pressing one of two computer keys. In one condition (constant-large), one space was kept constant and large, whereas the size of the other space was variable and smaller. In another condition (constant-small), the constant space was constant and small, whereas the size of the other space was variable and larger. Irrespective of condition, adults’ discrimination performance (d-primes) and response times were linear functions of scaling magnitude, supporting the notion that analog imagery strategies are used in spatial scaling.
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Using Mental Transformation Strategies for Spatial Scaling: Evidence from a Discrimination Task

In modern technological societies, humans have created helpful tools to function successfully in their spatial environments (e.g., navigation aids and global positioning systems). But even though cognitive challenges are decreased by these tools, they are not eliminated. Using such devices still requires spatial thinking, as the distances have to be mapped from one space (e.g., map) onto another space of a different scale (e.g., physical environment). This ability, called *spatial scaling*, is an integral requirement for many spatial tasks and a prerequisite for success in many professions. Scaling is also associated with many mathematical tasks such as understanding proportions and fractions (Boyer & Levine, 2012; Möhring, Newcombe, & Frick, 2015; Möhring, Newcombe, Levine, & Frick, 2015). This close relation to mathematics and other disciplines is underlined by a recent report of the committee of the *National Research Council* (NRC, 2012), which identified scaling as an important and overarching theme for different science disciplines.

Previous studies have indicated that spatial scaling emerges early in life (Huttenlocher, Newcombe, & Vasilyeva, 1999). Using a simple task, 3-year-olds were able to use spatial information provided in small maps to find a hidden object in a larger rectangular sandbox. Yet, other studies indicated that this ability develops considerably across preschool (Frick & Newcombe, 2012; Vasilyeva & Huttenlocher, 2004). Even adults often exhibit difficulties, especially when it comes to very small or very large scales that cannot be directly experienced. Such difficulties have been shown in children and adults, for various temporal and spatial magnitudes (e.g., for geologic time: Resnick, Shipley, Newcombe, Massey, & Wills, 2012; for sizes ranging from an atom to the solar system: Tretter, Jones, Andre, Negishi, & Minogue; 2006), as well as for numerical magnitudes (Landy, Silbert, & Goldin, 2013; Rips, 2013; Siegler & Opfer, 2003; Thompson & Opfer, 2010).
Given the importance of scaling and the need for creating helpful interventions, it is surprising that relatively little is known about the underlying cognitive processes. One strategy for comparing spaces of different sizes may be to encode distances in one space in an absolute manner and map these absolute distances onto the second space. Such a strategy would work well within spaces that are very similar in size; however, for larger differences in size, accuracy would decrease. Furthermore, when using such an absolute strategy, participants’ response times (RTs) should not be affected by scaling magnitude (i.e., the absolute degree of scaling).

Another strategy would be to encode relative distances (cf. Huttenlocher et al., 1999). For example, a target location can be encoded as being at a third of the distance between two landmarks. Such relative or proportional distances can be encoded regardless of the absolute size of a space. In this case, scaling magnitude should affect neither participants’ RTs nor their error rates.

A third possible strategy is to use mental transformation (cf. Vasilyeva & Huttenlocher, 2004). Participants may mentally expand or shrink the size of one space to match the other. In mental imagery research, linearly increasing RT patterns have been taken as an index for the use of such analog mental transformation strategies. For example, increasing RTs have been found as a function of angular difference between stimuli in mental rotation tasks (e.g., Shepard & Metzler, 1971), as a function of distance in image scanning tasks (Kosslyn, 1975), or as a function of size in object matching tasks (Bundesen & Larsen, 1975; Larsen & Bundesen, 1978). Such RT patterns suggest that participants performed mental transformations that were subject to similar physical constraints as real transformations, in that larger transformations took more time. By analogy, if participants use mental transformations for spatial scaling, one could expect increasing RTs as a function of scaling magnitude, and more imprecise responses the more the stimuli have to be transformed.
mentally (cf. Cooper & Shepard, 1975; Kosslyn, Ball, & Reiser, 1978; Kosslyn, Digilolamo, Thompson, & Alpert, 1998; for linear error patterns).

In fact, a recent study (Möhring, Newcombe, & Frick, 2014) yielded evidence that participants use such a mental transformation strategy for spatial scaling, by showing that participants’ RTs and errors increased linearly with increasing degree of scaling. Möhring and colleagues measured scaling performance using a child-friendly localization task on a touch screen. Preschoolers and adults were asked to encode the location of a target on a map and to point to the same location in a larger referent space. Maps had the same size as or were smaller than the referent space, and the sizes of the maps were varied systematically (ranging from 5.5 cm to 22 cm), so that participants had to scale distance information from the maps by a particular factor (ranging from 1 to 4) to match the size of the referent space (22 cm).

Even though this approach clearly measured scaling processes, a limitation was that scaling factor was confounded with map size in this experimental set-up. Visual encoding of the target locations might have also been harder for very small maps and this might have resulted in increasingly slower and less accurate responses. Thus, this impaired visual encoding might have resulted in linearly increasing RT and error patterns, while in fact adults might have used a relative distance strategy. Presenting maps that were larger than the referent space could have clarified this point. However, presenting a small referent space was not practicable in this touch-screen paradigm, as participants responded with their index finger, and given its size, the spatial distribution of target location would have been too close.

The aims of the present study were two-fold. First, we aimed to support previous findings using a novel experimental procedure. Typically, spatial scaling has been investigated using localization tasks, in which participants see spatial information on a map and are asked to reproduce target locations in another (typically larger) referent space. However, such localization tasks might favor particular response strategies; therefore,
replicating previous results using a different paradigm would strengthen conclusions about underlying cognitive processes involved in scaling. In the present study, we presented adults with a discrimination task akin to the ones used in mental rotation research. Participants saw two identical but different-sized spaces simultaneously, each containing a target. They were asked to decide whether the target positions were the same or different in the two spaces, by pressing one of two computer keys, and we measured their RTs and discrimination performance (d-primes). To decide whether the presented spaces matched or not, participants presumably needed to scale one of the spaces to match the size of the other in order to compare them.

Second, we aimed to disentangle whether previous linear response patterns were due to impaired visual encoding of relational distances rather than mental transformation processes. Therefore, we systematically pitted absolute size of the spaces against scaling magnitude. As in previous studies, we manipulated scaling magnitude by systematically varying the size of one space while holding the other one constant. In one condition, the size of the constant space was large (constant-large condition), whereas the variable spaces were the same or smaller (similar to Möhring et al., 2014). Therefore, the smallest of the variable spaces required the highest degree of scaling to compare it to the constant space (factor of 2.6), but target locations were also most difficult to encode. In another condition, the size of the constant space was the same or smaller than the variable spaces (constant-small condition). In this condition, the largest of the variable spaces required the highest degree of scaling to match the constant space, but here visual encoding should not have posed a problem. Consequently, we expected concurrent response patterns for both conditions if participants used mental transformation strategies. That is, regardless of condition we expected participants to show increased RTs (positive RT slopes) and decreased d-primes (negative d-prime slopes) with increasing scaling magnitude. In contrast, if previous results
were merely due to impaired encoding of spatial information in small spaces, we expected a positive RT slope for the constant-large condition, but a negative RT slope for the constant-small condition (and a similar inverse slope pattern for d-primes).

**Method**

**Participants**

Forty-eight adults were tested: 24 in the constant-large condition ($M_{age} = 21.54$ years; $SD = 1.10$, 13 females, 19 right-handed) and 24 in the constant-small condition ($M_{age} = 23.65$ years; $SD = 3.95$, 14 females, 24 right-handed). Participants were students who participated to earn credits for their psychology courses. All of them had normal or corrected-to-normal vision. Two additional participants were tested but excluded from the constant-small sample because their individual discrimination performance (mean d-prime) did not significantly differ from 0, suggesting that they responded randomly.

**Stimuli**

Stimuli were presented on a computer monitor (50.8 cm in diagonal). Each trial began with a fixation cross in the center of the screen. Participants were instructed to initiate test trials themselves by pressing the space bar on the keyboard, upon which the stimuli appeared. To keep stimuli comparable to those of previous studies (Möhring et al., 2014), we used the same pictures. In half of the test trials, adults saw two circular green spaces located side-by-side, each containing a target (i.e., a white egg with a black contour). Target locations varied in the horizontal dimension between two landmarks (see Figure 1). In the other half of the test trials, participants saw two rectangular green spaces, in which target locations varied in the horizontal and the vertical dimension. This allowed us to investigate whether the degrees of freedom in the target distribution (1D vs. 2D) affected discrimination performance (cf. Huttenlocher et al., 1999; Vasilyeva & Huttenlocher, 2004). The size of one space was kept constant, whereas the other space was varied by systematically decreasing (constant-large...
condition) or increasing (constant-small condition) its size (for sizes and scaling magnitudes, see Table 1). To keep the average distance between the targets constant across the different-sized spaces, the positions of both spaces were centered on a fixed point in the middle of the left and right half of the screen.

**Design**

Participants were presented with 1D target distributions on half of the trials, and with 2D distributions on the other half. Within these target distributions, targets were presented in 15 different locations. In one third of the trials, targets were presented in the same position in both spaces (match trials); in another third, targets were off by 2 cm for the constant-large condition and 1 cm in the constant-small condition (easy mismatch trials); in the last third, targets were off by 1 cm in the constant-large condition and 0.5 cm in the constant-small condition (hard mismatch trials). These distances pertain to non-scaled trials – naturally, they were different for scaled trials, but proportionally equivalent across scaling magnitudes (i.e., 9% of the horizontal extent for easy mismatches and 4.5% for hard mismatches). For 1D target distributions, mismatch trials were created by moving the target locations in the variable spaces to the left or right; for 2D target distributions they were moved left, right, up, or down (on approximately the same number of trials).

Scaling magnitude was varied from 1 to 0.25 for the constant-large and from 1 to 0.375 for the constant-small condition (see Table 1). In the constant-large condition, we used an identical range of scaling magnitudes as in previous research for comparability reasons (cf. Möhring et al., 2014); however, this was not possible for the constant-small condition due to limited space on the computer monitor. Therefore, results presented in the following will focus on scaling magnitudes from 1 to 0.375 in both conditions. For the constant space in the constant-small condition, a medium size of 320 pixels (i.e., 9.29 cm) for the widths of
rectangles and the diameters of circles was chosen, due to space limitations and to ensure unimpaired visual encoding.

The within-participants variables of target distribution (1D, 2D), item type (match, easy mismatch, hard mismatch), scaling magnitude (1 to 0.375), and target location (15) were combined in a full factorial design, amounting to 540 trials (630 in the constant-large condition). Trials with 1D vs. 2D target distributions were blocked, and it was counterbalanced between participants which distribution they saw first. All other within-participants variables were presented in random order. Additionally, we counterbalanced between participants whether they saw the variable space on the left or right side of the monitor, whether they had to press the F- or J-key to indicate a match, and whether the size of the constant space was large or small (constant space condition), in order not to confuse participants.

**Procedure**

Individual testing took place in a quiet laboratory room. Participants were seated at a table with the computer monitor approximately 50 cm in front of them. A keyboard was located in front of the monitor and prepared in a way that only the J-key, the F-key, and the space bar were accessible, whereas the rest was covered with orange cardboard. Participants were instructed that they will see two pictures on the monitor and that both pictures will contain an egg. Their task was to decide whether the eggs were at the same position within the pictures by pressing the assigned computer key (either J for “same” and F for “different”, or vice versa, depending on condition). The experiment was presented in two blocks (one per target distribution) and participants were allowed to rest a few minutes in between. At the beginning of each block there were six practice trials for the corresponding target distribution, in which participants were presented with three match and three mismatch trials of the scaling magnitudes 1, 0.625, and 0.375, in a quasi-random order. Participants received positive or
negative feedback (e.g., a smiling or a frowning face). Before starting the test trials, participants were reminded to work as accurately and quickly as possible. Participants had a maximum of 5 s to respond before test trials were timed out and repeated. No feedback was provided in the test trials. Discrimination performance (d-primes) and RTs were measured. The entire session took about 40-50 minutes.

Results

D-Primes

As is typical in discrimination experiments, we applied Signal Detection Theory and calculated d-primes as a measure of participants’ discrimination performance (Green & Swets, 1966). We computed false-alarm and hit rates per constant space, scaling magnitude, target distribution, and item type, and z-transformed them. D-primes were calculated by subtracting these false-alarm rates from hit rates (Stanislaw & Todorov, 1999). A d-prime of 0 indicates equal rates of false alarms and hits, hence suggesting no discrimination at all, whereas higher d-primes indicate better discrimination performance.

To test whether scaling magnitude affected participants’ d-primes, we calculated an analysis of variance (ANOVA) with scaling magnitude, target distribution, and item type as within-participant variables, and constant space as a between-participants variable. The ANOVA revealed a significant effect of scaling magnitude, $F(5, 230) = 9.72, p < .001, \eta^2_p = .17$. Polynomial contrast showed a significant linear trend, $F(1, 46) = 26.48, p < .001, \eta^2_p = .37$, whereas all other polynomial contrasts (2nd to 5th order) were non-significant (all $F$s < 2.73, $p$s > .1). Participants’ discrimination performance decreased the more they had to scale.

In cases of extreme values of false-alarm and hit rates (either 0 or 1) that prevented the calculation of d-primes, we followed common practice and adjusted them (Macmillan & Kaplan, 1985; Stanislaw & Todorov, 1999). Rates of 0 were replaced with $0.5 \div n$, and rates of 1 were replaced with $(n - 0.5) \div n$, with $n$ being the total number of match or mismatch trials, which in our case was 15.
spatial information (see Figure 2A). However, there was no interaction of scaling magnitude and constant space condition, $F(5, 230) = 1.04, p = .40, \eta^2_p = .02$, suggesting that participants’ discrimination was independent of whether the size of the constant space was large or small\(^2\).

The ANOVA also yielded a significant effect of item type, $F(1, 46) = 568.68, p < .001, \eta^2_p = .93$. Post hoc pairwise comparisons (Sidak corrected here and throughout) revealed a higher discrimination for easy ($M = 2.02, SE = 0.1$) as opposed to hard mismatches ($M = 1.02, SE = 0.07, p < .001$). Another main effect was found for target distribution, $F(1, 46) = 30.85, p < .001, \eta^2_p = .40$, which was due to higher discrimination rates for 1D ($M = 1.72, SE = 0.09$) than 2D distributions ($M = 1.32, SE = 0.08, p < .001$). Furthermore, there was a significant 3-way interaction of target distribution, scaling magnitude, and item type, $F(5, 230) = 2.74, p < .05, \eta^2_p = .06$. To investigate this interaction, we looked at participants’ d-primes for target distributions and item types as a function of scaling magnitude and expressed this relation in terms of slopes. Slopes were defined as the change of participants’ d-primes per one step increase in scaling magnitude. For easy mismatch trials, slopes for 1D distributions ($M = -.07$) were higher than for 2D distributions ($M = -.04$), whereas the reverse was true for hard mismatch trials (1D: -.05 vs. 2D: -.09). However, slopes were consistently negative, indicating concurrent effects regardless of type or target distribution. There were no further effects (all $Fs < 1.16, ps > .28$). In an analogous ANOVA including sex, we found two 3-way interactions between sex, scaling magnitude, and target distribution, as well as

\(^2\) A significant effect of scaling magnitude on d-primes, $F(6, 138) = 2.42, p < .05, \eta^2_p = .10$, was also found for the full data set of the constant-large condition, including the smallest map (scaling magnitude of 0.25). Again, polynomial contrast showed a significant linear trend only, $F(1, 23) = 7.40, p < .05, \eta^2_p = .24$ (with all other contrasts being non-significant, $Fs < 0.31, ps > .58$).
sex, scaling magnitude, and constant space condition; however, slopes were negative in all cases, indicating that males and females responded concurrently.

**Response Times**

In a first step, we excluded RTs below 300 ms (0.0002% of the data), as is typical in discrimination tasks (cf. Ratcliff & Tuerlickx, 2002). RTs were then collapsed across the counterbalanced variables (response keys, location of the constant space, order of target distribution) and across the 15 target locations, because these variables were not central to the research question. Furthermore, preliminary analyses revealed no sex differences. Thus, sex was not considered in the following analyses. Similar to mental rotation research (e.g., Frick, Daum, Walser, & Mast, 2009), we focused on RTs of correctly solved trials (for analyses of the complete data set, see footnote\(^3\)). On average, 14.1% of match trials were answered incorrectly, 21% of easy mismatch trials, and 51.9% of hard mismatch trials.

To test how scaling magnitude influenced participants’ RTs, an ANOVA was calculated with the within-participant variables of scaling magnitude, target distribution, and item type, and the between-participants variable of constant space. The ANOVA yielded a significant effect of scaling magnitude, \(F(5, 230) = 14.86, p < .001, \eta^2_p = .24\). Polynomial ANOVA with the complete data. The ANOVA yielded a similar effect of scaling magnitude, \(F(5, 230) = 9.13, p < .001, \eta^2_p = .17\). Again, polynomial contrast showed a significant linear trend only, \(F(1, 46) = 21.71, p < .001, \eta^2_p = .32\), with all other contrasts being non-significant (all \(F_s < 3.07, ps > .08\)). However, there was also a significant interaction between scaling magnitude and constant space, \(F(5, 230) = 5.07, p < .001, \eta^2_p = .10\). Separate ANOVAs for each constant space condition revealed significant effects of scaling magnitude for the constant-large condition, \(F(5, 115) = 3.42, p < .01, \eta^2_p = .13\), as well as the constant-small condition, \(F(5, 115) = 9.66, p < .001, \eta^2_p = .30\). Again, these effects of scaling magnitude were best explained by linear functions in the constant-large condition, \(F(1, 23) = 6.54, p < .05, \eta^2_p = .22\), as well as in the constant-small condition, \(F(1, 23) = 15.23, p < .001, \eta^2_p = .40\), and both slopes were positive indicating concurrent effects.

\(^3\) To check whether this effect of scaling magnitude was limited to correctly solved trials, we ran a similar ANOVA with the complete data. The ANOVA yielded a similar effect of scaling magnitude, \(F(5, 230) = 9.13, p < .001, \eta^2_p = .17\). Again, polynomial contrast showed a significant linear trend only, \(F(1, 46) = 21.71, p < .001, \eta^2_p = .32\), with all other contrasts being non-significant (all \(F_s < 3.07, ps > .08\)). However, there was also a significant interaction between scaling magnitude and constant space, \(F(5, 230) = 5.07, p < .001, \eta^2_p = .10\). Separate ANOVAs for each constant space condition revealed significant effects of scaling magnitude for the constant-large condition, \(F(5, 115) = 3.42, p < .01, \eta^2_p = .13\), as well as the constant-small condition, \(F(5, 115) = 9.66, p < .001, \eta^2_p = .30\). Again, these effects of scaling magnitude were best explained by linear functions in the constant-large condition, \(F(1, 23) = 6.54, p < .05, \eta^2_p = .22\), as well as in the constant-small condition, \(F(1, 23) = 15.23, p < .001, \eta^2_p = .40\), and both slopes were positive indicating concurrent effects.
contrast showed a significant linear trend, \( F(1, 46) = 52.54, p < .001, \eta^2_p = .53 \), whereas all other polynomial contrasts (2nd to 5th order) were non-significant (all \( F \)s < 1.10, \( p \)s > .32). Importantly, the interaction between scaling magnitude and constant space condition was non-significant, \( F(5, 230) = 1.71, p = .13, \eta^2_p = .04 \), indicating that scaling magnitude affected participants’ RTs equally, regardless of whether the constant space was large or small. For both conditions, participants’ RTs increased with larger scaling magnitudes (see Figure 2B)\(^4\).

Additionally, the ANOVA revealed a significant main effect of item type, \( F(2, 92) = 16.09, p < .001, \eta^2_p = .26 \). Post hoc pairwise analyses indicated that participants’ RTs on matches and easy mismatches did not differ (match: \( M = 1874, SE = 66 \); easy mismatch: \( M = 1846, SE = 54; p = .92 \)), but on these trials RTs were significantly shorter than on hard mismatch trials (\( M = 2068, SE = 72, both ps < .01 \)). Furthermore, item type interacted with constant space condition, \( F(2, 92) = 3.17, p < .05, \eta^2_p = .06 \), which was due to participants’ slower responses to match trials in the constant-small condition (\( M = 2041, SE = 94 \)) compared to the constant-large condition (\( M = 1708, SE = 94, p < .01 \)), with no significant differences for the other item types (\( ps > .21 \)). Item type also interacted with scaling magnitude, \( F(10, 460) = 4.47, p < .001, \eta^2_p = .09 \), and with scaling magnitude and constant space condition, \( F(10, 460) = 2.87, p < .01, \eta^2_p = .06 \) (for detailed information, see Table 3). To better understand these interactions, we again calculated RTs as a function of scaling magnitude and looked at the slopes (see Table 2). Even though on hard mismatches, slopes differed in size for the constant space conditions, slopes were positive in all conditions,

\(^4\)A significant effect of scaling magnitude on RTs, \( F(6, 138) = 7.52, p < .001, \eta^2_p = .25 \), was also found for the full data set of the constant-large condition, including the smallest map (scaling magnitude of 0.25). Again, polynomial contrast showed a significant linear trend only, \( F(1, 23) = 33.75, p < .001, \eta^2_p = .60 \) (with all other contrasts being non-significant, all \( F \)s < 2.33, \( p \)s > .14).
indicating that RTs increased with larger scaling magnitude regardless of constant space and item type.

The ANOVA also yielded a significant interaction of target distribution and scaling magnitude, $F(5, 230) = 3.18, p < .01, \eta_p^2 = .07$, which was qualified by a significant interaction of target distribution, scaling magnitude, and item type, $F(10, 460) = 4.37, p < .001, \eta_p^2 = .09$. Separate analyses for each item type revealed no significant differences in participants’ RTs when seeing matches or hard mismatches (all $F$s < 1.66, $ps > .14$), but a significant interaction of target distribution and scaling magnitude for easy mismatches, $F(5, 230) = 13.98, p < .001, \eta_p^2 = .23$. We again looked at slopes of participants’ RTs, which indicated that on these easy mismatch trials, participants produced steeper slopes for 2D target distributions (103.85 ms per one step increase in scaling magnitude) than for 1D distributions (18.93 ms per step). However, slopes were positive in both cases, suggesting that participants’ RTs increased with larger scaling magnitude for both target distributions. There were no further effects (all $F$s < 3.10, $ps > .08$).

**Discussion**

The present findings showed that adults’ RTs and d-primes were linear functions of scaling magnitude irrespective of the constant space condition. Regardless of whether the constant space was large or small, participants produced RTs that increased with larger scaling magnitude, whereas their discrimination performance decreased. In line with previous studies (Möhring et al., 2014), our findings indicate that adults use mental transformation strategies when scaling spatial information and rule out alternative explanations that increases in RTs and errors might have been merely due to an impaired encoding of spatial locations or relative distances.

Additionally, the present findings speak against a strategy of comparing *absolute* distances, because such a strategy would not result in a linear increase of RTs. Moreover, a
strategy focusing on absolute distances would lead to different error patterns with respect to the constant space conditions. Because targets displacements in mismatch trials decreased proportionally, the absolute target displacements were smaller in the constant-small compared to the constant-large condition. Hence, if adults simply matched absolute distances between the presented spaces, they would have been more likely to indicate a match (produce more false-alarms and smaller d-primes) in the constant-small than the constant-large condition. This response bias would have been indicated by an interaction between scaling magnitude and constant space condition. However, as our data revealed no such interaction, findings corroborate the notion that mental transformation strategies are used for spatial scaling, thus replicating Möhring and colleague’s results using a novel experimental procedure.

The present discrimination paradigm proved useful for investigating spatial scaling, and, in addition to replicating linear response patterns, the present results also support findings that the complexity of the stimulus material influenced participants’ responses. Like in previous studies (Huttenlocher et al., 1999; Vasilyeva & Huttenlocher, 2004), participants performed more accurately when comparing pictures with 1D target distributions than 2D distributions. Participants’ responses also differed as a function of item type. Participants were slower and less accurate when responding to hard mismatches than to easy mismatches. The fact that participants produced a low percentage of correct responses for hard mismatches suggests that these comparisons might have been too challenging for some of the participants. Nevertheless, participants showed positive RT slopes and negative d-prime slopes for every item type. Consequently, effects of scaling magnitude proved to be robust and independent of whether participants were responding to stimuli that were hard or easy to discriminate and of whether participants’ responses were fast or slow in general.
The finding that higher scaling magnitudes resulted in longer RTs and lower discrimination performance is consistent with findings on mental rotation, image scanning, and object matching (Bundesen & Larsen, 1975; Kosslyn, 1975; Larsen & Bundesen, 1978; Shepard & Metzler, 1971). The present finding that such a linear relation can also be observed for spatial scaling suggests that a similar mental transformation mechanism is at play. This may also help to understand why even adults struggle with representing magnitudes that are not directly observable (Landy et al., 2013; Resnick et al., 2012; Rips, 2013; Siegler & Opfer, 2003; Thompson & Opfer, 2010; Tretter et al., 2006). In such cases an analog mental representation cannot be generated and a transformation strategy might not be possible, because it may exceed the imaginable space in range or resolution. According to Kosslyn (1975) very small images are hard to evaluate, because they are constructed of an insufficient number of display units (like pixels on a TV), and very large images may “overflow” this imaginable space. Consequently, in such situations more abstract or formal rule-based strategies may be used.

Although our findings suggest that mental transformation strategies are used to scale spatial information, it is possible that children and adults rely on abstract thinking in specific situations (e.g., for unobservable scales) or use different strategies simultaneously. For example, it is likely that one may first use categorical information to roughly localize the target (e.g., the egg is in the upper right quadrant), and subsequently apply a mental transformation strategy to determine the exact location (cf., the Category Adjustment Model; Huttenlocher, Hedges, & Duncan, 1991). Future studies should explore whether and how strategies are combined during spatial scaling.

Moreover, future research could help to clarify the role of attentional processes during spatial scaling. For instance, it may be that one’s attentional focus has to be shifted from a global to a more fine-grained level (or vice versa) when comparing spaces of different sizes.
Such a process of attentional re-focusing may be part of the scaling process and might also contribute to response times and error rates. Overall, more in-depth research on this topic is needed, and would have important practical implications, given the ubiquitous use of maps, models, and other symbolic representations in science, technology, engineering, and mathematics disciplines.
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Table 1. Sizes of the stimuli (width of rectangles and diameters of circles), in cm (and Pixel) and the corresponding scaling factors and magnitudes used in the constant-large and constant-small conditions.

<table>
<thead>
<tr>
<th>Variable Space in cm (Px)</th>
<th>Constant Space in cm (Px)</th>
<th>Scaling Factor</th>
<th>Scaling Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant-large</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.58 (640)</td>
<td>18.58 (640)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16.26 (560)</td>
<td>18.58 (640)</td>
<td>1.14</td>
<td>0.875</td>
</tr>
<tr>
<td>13.93 (480)</td>
<td>18.58 (640)</td>
<td>1.3</td>
<td>0.75</td>
</tr>
<tr>
<td>11.61 (400)</td>
<td>18.58 (640)</td>
<td>1.6</td>
<td>0.625</td>
</tr>
<tr>
<td>9.29 (320)</td>
<td>18.58 (640)</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>6.97 (240)</td>
<td>18.58 (640)</td>
<td>2.6</td>
<td>0.375</td>
</tr>
<tr>
<td>{8.64(160)}</td>
<td>{18.58 (640)}</td>
<td>{4}</td>
<td>{0.25}</td>
</tr>
<tr>
<td><strong>Constant-small</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.29 (320)</td>
<td>9.29 (320)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10.62 (366)</td>
<td>9.29 (320)</td>
<td>0.875</td>
<td>0.875</td>
</tr>
<tr>
<td>12.37 (426)</td>
<td>9.29 (320)</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>14.86 (512)</td>
<td>9.29 (320)</td>
<td>0.625</td>
<td>0.625</td>
</tr>
<tr>
<td>18.58 (640)</td>
<td>9.29 (320)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>24.76 (853)</td>
<td>9.29 (320)</td>
<td>0.375</td>
<td>0.375</td>
</tr>
</tbody>
</table>

*Note.* Scaling factor is the ratio constant/variable space, and scaling magnitude describes the degree of scaling regardless of direction.
Table 2. Slopes of RTs (in ms) and d-primes as a function of scaling magnitude for each constant space condition, item type, and target distribution.

<table>
<thead>
<tr>
<th></th>
<th>Constant-large</th>
<th>Constant-small</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slopes of</td>
<td>Slopes of</td>
</tr>
<tr>
<td></td>
<td>RTs</td>
<td>d-primes</td>
</tr>
<tr>
<td>Overall</td>
<td>36.71</td>
<td>-0.06</td>
</tr>
<tr>
<td>Item Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>62.48</td>
<td>-0.05</td>
</tr>
<tr>
<td>Hard</td>
<td>61.92</td>
<td>-0.07</td>
</tr>
<tr>
<td>Target Distribution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D</td>
<td>23.26</td>
<td>-0.06</td>
</tr>
<tr>
<td>2D</td>
<td>50.16</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

*Note.* Slopes were defined as change in RTs or d-primes per one step increase in scaling magnitude (ranging from 1 to 0.375). Thus, in case of RTs, a positive slope indicates an increase in RTs, and thus, slower responses with larger scaling magnitudes. In case of d-primes, a negative slope indicates a decrease in d-primes, and thus poorer discrimination performance with larger scaling magnitudes.
Table 3. Statistical values of the effect of scaling magnitude in the analyses of variance for adults’ response times and d-primes.

<table>
<thead>
<tr>
<th></th>
<th>Main effect of scaling magnitude</th>
<th>Linear contrast</th>
<th>Interaction between scaling magnitude and constant space condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$</td>
<td>$\eta^2$</td>
<td>$F$</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td>14.86***</td>
<td>0.24</td>
<td>52.54***</td>
</tr>
<tr>
<td>d-primes</td>
<td>9.72***</td>
<td>0.17</td>
<td>26.48***</td>
</tr>
<tr>
<td>Type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT easy</td>
<td>29.43***</td>
<td>0.40</td>
<td>90.69***</td>
</tr>
<tr>
<td>RT hard</td>
<td>2.93*</td>
<td>0.06</td>
<td>12.00**</td>
</tr>
<tr>
<td>d-prime easy</td>
<td>5.76***</td>
<td>0.11</td>
<td>13.88**</td>
</tr>
<tr>
<td>d-prime hard</td>
<td>9.83***</td>
<td>0.18</td>
<td>34.83***</td>
</tr>
</tbody>
</table>

* $p < .05$, ** $p < .01$, *** $p < .001$. 
Figure Captions

*Figure 1.* Examples of matching and mismatching stimulus pairs for the constant-large and constant-small conditions (presented with either 1D or 2D target distributions) for the scaling magnitudes 1, 1.3 and 2.6. Note that the targets were presented in white on green fields in the experiment.

*Figure 2.* Participants’ d-primes (A) and response times (B) as a function of scaling magnitude in the constant-large and constant-small conditions.
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