Optimization of a large-scale microseismic monitoring network in northern Switzerland
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SUMMARY

We have developed a network optimization method for regional-scale microseismic monitoring networks and applied it to optimize the densification of the existing seismic network in northeastern Switzerland. The new network will build the backbone of a 10-yr study on the neotectonic activity of this area that will help to better constrain the seismic hazard imposed on nuclear power plants and waste repository sites. This task defined the requirements regarding location precision (0.5 km in epicentre and 2 km in source depth) and detection capability \(M_c = 1.0\) (\(M_L\)). The goal of the optimization was to find the geometry and size of the network that met these requirements. Existing stations in Switzerland, Germany and Austria were considered in the optimization procedure.

We based the optimization on the simulated annealing approach proposed by Hardt & Scherbaum, which aims to minimize the volume of the error ellipsoid of the linearized earthquake location problem (\(D\)-criterion). We have extended their algorithm to:

1. calculate traveltimes of seismic body waves using a finite difference ray tracer and the 3-D velocity model of Switzerland,
2. calculate seismic body-wave amplitudes at arbitrary stations assuming the Brune source model and using scaling and attenuation relations recently derived for Switzerland, and
3. estimate the noise level at arbitrary locations within Switzerland using a first-order ambient seismic noise model based on 14 land-use classes defined by the EU-project CORINE and open GIS data.

We calculated optimized geometries for networks with 10–35 added stations and tested the stability of the optimization result by repeated runs with changing initial conditions. Further, we estimated the attainable magnitude of completeness \(M_c\) for the different sized optimal networks using the Bayesian Magnitude of Completeness (BMC) method introduced by Mignan et al.

The algorithm developed in this study is also applicable to smaller optimization problems, for example, small local monitoring networks. Possible applications are volcano monitoring, the surveillance of induced seismicity associated with geotechnical operations and many more. Our algorithm is especially useful to optimize networks in populated areas with heterogeneous noise conditions and if complex velocity structures or existing stations have to be considered.
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1 MOTIVATION FOR MICROSEISMIC MONITORING IN NE SWITZERLAND

Seismic hazard assessment is an important component of the site safety evaluation for existing and newly planned nuclear power plants and radioactive waste repositories in Switzerland. Two components mainly contribute to seismic hazard in continental regions: the shaking hazard and the rupture hazard. The latter is dominated by small faults and fractures close to the infrastructure of interest that may remain undetected in standard site safety evaluations. A general need for a better assessment of existing fault networks in continental regions to improve seismic hazard estimates was recently expressed by England & Jackson (2011).
Passive microseismic monitoring is a tool to address this issue and has proven to be an invaluable tool for understanding underground processes since its inception in the 1970s (e.g. Lee & Stewart 1981; Bohnhoff et al. 2010). Yet, seismic network planning is still mainly performed as a manual task based on simple design rules, which cannot easily be transferred to complex cases. These design rules are, however, naturally solved in the framework of D-optimal network design (e.g. Steinberg & Rabinowitz 2003). Therefore, we used a simulated annealing approach (Kirkpatrick et al. 1983) to D-optimize microseismic network geometries for earthquake location at a regional scale. Based on the results of this analysis, we make recommendations for the size and geometry of such a network in NE Switzerland that is capable of locating earthquakes with a predefined precision and magnitude of completeness.

2 SEISMIC NETWORK OPTIMIZATION: METHOD

2.1 Synthetic earthquake catalogue and virtual station locations

Our study area was defined by the location of existing nuclear power plants and proposed nuclear waste repositories in Switzerland (Fig. 1). It extended from Lake Constance, in the northeast, to Lake Neuchâtel, in the southwest, and covered an area of about $200 \times 50$ km$^2$. Specifically, we defined the outline of the study area as follows. First, we added radial extensions of 25 km to the locations of the nuclear power plants and the contours of the planned radioactive waste repositories. Then, we constructed the convex hull around these extensions and two zones known to be seismically active (La Lance-Fribourg Zone in the southwest and Hegau-Bodensee Graben in the northeast; Fig. 1). With this step, we followed the recommendation of the International Atomic Energy Agency (IAEA) in Vienna (IAEA 2002):

3.9 Near regional studies should include a geographical area typically not less than 25 km in radius, although this dimension should be adjusted to reflect local conditions.

The perimeter defined by this procedure will be referred to as ‘earthquake perimeter’ and defines the area where the predefined requirements to the location precision and magnitude of completeness should be met.

For this region we generated a synthetic earthquake catalogue with a uniform distribution of epicentres and a depth distribution equal to the one observed for natural earthquakes in Switzerland (Giardini et al. 2004, Fig. 2). The magnitudes of the synthetic earthquakes—$M_L \in [0.8 - 1.1]$—were chosen to cover a range around the desired magnitude of completeness $M_c = 1.0$ ($M_w$), and to account for uncertainties in the determination of $M_L$. The magnitude–frequency distribution followed the Gutenberg–Richter relation (Gutenberg & Richter 1944):

$$\log (N) = a - bM,$$

where $M$ is the magnitude, $N$ is the cumulative number of events, $a$ is the productivity of the observed volume and $b$ is the relative earthquake size distribution. We found the values $a = 4.97$, $b = 1.17$, and $M_c = 1.9$ ($M_w$) for the earthquake perimeter by applying the method of Wiemer & Wyss (2000) to the Earthquake Catalog of Switzerland (ECOS2002, Fäh et al. 2003). The total number of 2240 earthquakes in the resulting synthetic catalogue corresponded to a simulated period of 1 yr.

We also generated synthetic catalogues with fractal event distributions using a fractal dimension of $D = 1.3$. This value for the earthquake perimeter was found following the approach of

![Figure 1](image-url). Map of the study area showing the earthquake perimeter (solid red line) and station perimeter (dashed black line) used for the network optimization. Nuclear power plants are indicated by blue triangles and are surrounded by circles of 25 km radius. Sites of proposed radioactive waste repositories are shown as red areas. Earthquakes from 1975 to 2008 from the ECOS2009 catalogue (Fäh et al. 2011) are plotted as yellow dots. Green polygons indicate seismic active zones that were included in the study area (LZ, La Lance Zone; FZ, Fribourg Zone; HBG, Hegau-Bodensee-Grab). Inset: map of Central Europe with study area indicated in red.
Figure 2. (A) Map of the study area showing the synthetic earthquake catalogue used for the network optimization. Colour scale indicates source depth. Red polygon shows the earthquake perimeter. Blue squares show the used existing stations in Switzerland, Germany and Austria. (B) Depth distribution of the synthetic earthquakes in the catalogue using a binning interval of 1.5 km. The distribution corresponds to the earthquake depth distribution observed in Switzerland (Giardini et al. 2004).

Grassberger & Procaccia (1983), and using the ECOS2002 catalogue (Fäh et al. 2003). However, the fractal catalogues did show a very strong clustering along linear structures, and we excluded them from further analysis, in order not to bias the network optimization towards unrealistic features in the synthetic catalogue.

The geographical region for possible new station locations (‘station perimeter’) was derived by enlarging the earthquake perimeter by 15 km (Fig. 1). This step was motivated by the empirical design rule that a seismic network should enclose the source region of interest. The station perimeter was then filled by a triangular grid with mean spacing of 4.5 km using an open-source mesh generator (Persson & Strang 2004). Each of the 952 nodes of the grid represented a potential location for a seismological station of the new network (Fig. 3). In the following, we will call these locations ‘virtual stations’. The appropriate altitudes for the virtual stations were taken from the digital elevation model of the Shuttle Radar Topography Mission (Farr et al. 2007).

In our optimization, we considered all existing stations that were transmitting data to the Swiss Seismological Service (SED) in real-time and were routinely used for earthquake location in 2010. This means that if the ratio between the calculated body-wave amplitude of a synthetic earthquake and the observed noise level at any of these stations was equal or larger than ten, the contribution of that station to the location of the synthetic earthquake was considered in the optimization process. These stations included 64 of the Swiss national seismic network, two of the Landesamt für Geologie, Rohstoffe und Bergbau im Regierungspräsidium Freiburg, Baden-Württemberg (LGBR), Germany, and one of the Zentralanstalt für Meteorologie und Geophysik (ZAMG), Austria.

2.2 First-order ambient noise model for Switzerland

To estimate the expected noise levels at the virtual stations, we developed a first-order ambient noise model for Switzerland and surrounding regions. The model was derived from high-resolution (250 m × 250 m) land-use data of Europe compiled by the European Commission project CORINE (Buttner et al. 2004) using satellite images. We decomposed the Swiss CORINE data into 13 separate grids corresponding to the land-use classes indicated in Table 1 and Fig. 4. Additionally, a grid with georeferenced information on highways and main roads (source: Swiss Federal Statistical Office 2011) was generated. Then we multiplied the 14 land-use grids by unit-free noise weights, which are documented in Table 1. The weighting scheme was solely based on experience-guided expert judgment. To account for noise propagation away from its sources, the land-use grids for industrial areas, mines, urban zones and highways, and main roads, were smoothed using a Gaussian filter with a width of 2.5 km. All land-use grids were merged into one final grid by assigning the maximum value reached in a pixel in all 14 land-use grids to the corresponding pixel in the final grid. The resulting grid represents a first-order ambient noise model of Switzerland and surrounding regions and is shown in Fig. 5.

In this study, we associated each noise class (Table 1) with a noise level corresponding to the rms ground velocity in the frequency range of 1–10 Hz. Using the software PQLX (McNamara & Boaz 2005), we computed probability density functions of the power spectral density (PSDPDF) for the ground acceleration recorded at the existing stations in 2010. Then, we derived the mode function, \( P_a \), of the PSDPDF for each station. The mode function represents the most probable noise level observed at the corresponding station for the analysed time window. The mean value of the ground-velocity-converted mode function, \( \langle P_a / \omega^2 \rangle \), over the frequency range \( f \in [f_1, f_2] \) can be related to the rms ground velocity amplitude, \( v_{\text{rms}} \), in the same frequency range by (Bormann 1998):

\[
v_{\text{rms}} \approx \sqrt{2 \cdot \langle P_a / \omega^2 \rangle \cdot (f_2 - f_1)},
\]

where \( \omega \) represents the angular frequency.

By comparing the so derived rms ground velocities to the noise classes predicted by the ambient noise model for the existing
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Figure 3. Map of 952 possible locations of new (black circles) and existing (blue squares) seismological stations used for the optimization. Red and blue polygons show the earthquake and station perimeter, respectively.

Table 1. Noise level classification of the 13 land-use classes of the CORINE project and one from open GIS data (Fig. 4) into three noise classes. The classification was solely based on experience-guided expert judgment. Unit-free noise weights larger than 90 correspond to noise class High. Noise weights smaller than 35 are associated with noise class Low. Asterisk indicates the application of Gaussian smoothing (see text).

<table>
<thead>
<tr>
<th>CORINE land-use class</th>
<th>Noise class</th>
<th>Noise weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial, commercial and transport</td>
<td>High</td>
<td>150*</td>
</tr>
<tr>
<td>Mine, dump or construction sites</td>
<td>High</td>
<td>120*</td>
</tr>
<tr>
<td>Urban fabric</td>
<td>High</td>
<td>100*</td>
</tr>
<tr>
<td>Artificial vegetated areas, non-agricultural</td>
<td>Middle</td>
<td>50</td>
</tr>
<tr>
<td>Arable land</td>
<td>Middle</td>
<td>50</td>
</tr>
<tr>
<td>Agricultural areas, heterogeneous</td>
<td>Middle</td>
<td>50</td>
</tr>
<tr>
<td>Permanent corps</td>
<td>Middle</td>
<td>40</td>
</tr>
<tr>
<td>Forests</td>
<td>Middle</td>
<td>40</td>
</tr>
<tr>
<td>Pastures</td>
<td>Low</td>
<td>20</td>
</tr>
<tr>
<td>Shrub; herbaceous vegetation</td>
<td>Low</td>
<td>20</td>
</tr>
<tr>
<td>Open spaces w. little vegetation</td>
<td>Low</td>
<td>20</td>
</tr>
<tr>
<td>Inland wetlands</td>
<td>High</td>
<td>255</td>
</tr>
<tr>
<td>Inland water</td>
<td>High</td>
<td>255</td>
</tr>
<tr>
<td><strong>Additional noise sources</strong></td>
<td>Noise class</td>
<td>Noise weight</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>150*</td>
</tr>
</tbody>
</table>

Fig. 6 illustrates the generally good agreement of the noise classifications based on instrumental recordings and the first-order model. The majority of stations with high or low instrumental noise were assigned to the equivalent class of the noise model. Only for noise class Middle the model seems to be slightly biased towards optimistic estimates (Fig 6). Considering, however, that the noise model does not account for effects of the local geology and does not consider noise level variations within the individual land-use classes, misclassifications are to be expected.

2.3 Calculation of synthetic body wave amplitudes

We have chosen a signal-to-noise ratio (SNR) of 10 as the threshold for an earthquake to be observed at a certain station. The SNR was defined as the ratio of the synthetic amplitude of the body wave under consideration and the observed or estimated $v_{\text{rms}}$ noise level at the station (see previous section). In general, an SNR $\geq 3$ is considered being sufficient to reliably determine a seismic phase onset in a seismogram (e.g. Hardt & Scherbaum 1994). However, our estimate of the signal amplitude corresponds to the maximum expected amplitude of the considered body wave at the recording station, which may be significantly larger than the amplitude of the phase onset. Moreover, the geology at the recording station does not necessarily agree with the hard rock conditions assumed in the computation of synthetic body wave amplitudes. To account for these uncertainties, we decided to use a more conservative SNR threshold.

The amplitude of a seismic phase is influenced by two major factors: the earthquake source process and wave propagation effects.
Both effects were only treated in an approximate way in this study. Especially, path effects were treated to only result from geometrical spreading, constant-Q attenuation (Bay et al. 2003, 2005) and free-surface amplification (Müller 1986). For the seismic source we assumed the Brune model (Brune 1970, 1971). Input parameters for the source model were derived from scaling relations for local magnitude ($M_L$) to seismic moment (Edwards et al. 2010) and moment magnitude to stress drop (Bay et al. 2003, 2005) that were recently derived for Switzerland. Considering that available focal mechanisms for the study area are rather heterogeneous and cover mainly magnitudes above $M_L = 2.5$ (Kastrup et al. 2004), we decided not to account for the radiation patterns of the synthetic earthquakes but only to use their individual integral averages (Aki & Richards 1980).

In Fig. 7(A) calculated $P$-wave amplitudes are plotted as a function of ray length for all earthquakes of the synthetic catalogue used in the optimization procedure. The figure indicates that stations with high, intermediate or low noise levels should record $P$ waves of the synthetic earthquakes up to distances of around 5, 30 or 100 km, respectively. Therefore, a network of stations that are mainly classified as belonging to the noise classes Middle and Low, like the Swiss Digital Seismic Network (SDSNet; see Fig. 10A), is expected to record $P$ waves of $M_L$ 1 earthquakes up to distances between 30 and 100 km, with a maximum between these values, and a decreasing number of observations towards the higher threshold. Such a distribution is actually observed for $M_L$ 1 earthquakes recorded on the SDSNet (Fig. 7B). Therefore, we are confident that our model is able to reliably predict the detectability of seismic body waves at a given station.

2.4 Network optimization criterion: $D$-optimality

Seismic network optimization is a special case of optimal experimental design that aims to identify network geometries that are optimal with respect to some statistical criterion. Our approach is based on minimizing the volume of the confidence ellipsoid of the earthquake location (Kijko 1977). The approximate covariance matrix of the linearized earthquake location problem can be described as (Menke 1989):

$$\text{cov}(m) = \sigma^2 (G^T G)^{-1},$$

where $m$ is the vector of hypocentral parameters ($x, y, z$, origin time $t$), $\sigma^2$ is the variance of uncertainties in arrival-time determination and $G$ is the matrix of partial derivatives with respect to hypocentral parameters.

We computed the partial derivatives in $G$ by posterior ray tracing in 3-D traveltime fields using the steepest gradient algorithm of Benz et al. (1996). The traveltime fields were calculated by applying the finite-difference ray tracer of Podvin & Lecomte (1991) to the Swiss 3-D $P$-wave velocity model (Husen et al. 2003). The partial derivatives were then approximated by difference quotients calculated from the appropriate endpoint coordinates of the first ray-segment leaving the hypocentre.

The shape of the confidence ellipsoid can be described by the eigenvalues and eigenvectors of $(G^T G)^{-1}$ and its volume is proportional to $1/\text{det}(G^T G)$ (Flinn 1965; Buland 1976). If the determinant $\text{det}(G^T G)$ is used as an optimization measure, the corresponding optimization criterion is known as the ‘$D$-criterion’ (Kijko...
Figure 5. First-order ambient noise model of Switzerland and surrounding regions derived from CORINE land-use data. Colours indicate the resulting noise classes (ground velocities) that were assigned to virtual stations at the corresponding locations [red: High (139 nm s\(^{-1}\)); yellow: Middle (60 nm s\(^{-1}\)), green: Low (15 nm s\(^{-1}\)]). The blue polygon indicates the station perimeter used for the optimization. No land-use data were available for latitudes larger than 47.86\(^\circ\) (CHy > 303 610), for Lichtenstein, and parts of Italy. For these areas a noise level of 30 nm s\(^{-1}\), which separates noise classes Low and Middle, was used. Some large cities are indicated (BE, Bern; ZH, Zurich; BS, Basel; GE, Geneve; LU, Lugano).

Figure 6. Histogram comparing the noise level classification for the existing stations according to observation and derived from the first-order noise model, respectively. The stations are mainly grouped in equal noise classes in both cases, which demonstrates the generally good agreement of ambient noise model and noise measurements at existing stations.

1977), and the resulting optimal experimental design is referred to as 'D-optimal'.

The D-criterion for one earthquake can be generalized to the case of \(N\) earthquakes by defining the measure (e.g. Rabinowitz & Steinberg 1990):

\[
D = \sum_{i=1}^{N} \alpha_i \log \left( \det \left( G_i^T G_i \right) \right),
\]

where the index \(i\) indicates the earthquake and \(\alpha_i\) is its individual weight. In this study we did not weight individual events, and set \(\alpha_i = 1\).

D-optimal network design has been frequently used in seismological research to evaluate the properties of particular simple networks (e.g. Peters & Crosson 1972; Minster et al. 1974; Lilwall & Francis 1978; Uhrhammer 1980; Satake 1985; Souriau & Woodhouse 1985), whereas, in practice, seismic network design is still largely left to professional intuition based on empirical design rules. These design rules are, however, easily and naturally solved in the framework of D-optimal design (e.g. Steinberg & Rabinowitz 2003).

Only few researchers have so far addressed the problem of non-detections in the optimization process (e.g. Hardt & Scherbaum 1994; Zayats & Steinberg 2010). Non-detections generally occur if the amplitude or frequency of the seismic signal to be detected at a station does not change by a significantly enough amount with respect to the background noise. As described earlier, we developed a model to predict the detectability of seismic body waves at arbitrary locations in Switzerland. Our model did not account for detections based on a pure frequency change. Yet, we are working on incorporating this aspect into our algorithm in the future (Goertz et al. 2012). We used our model to decide whether a station–event
A general problem in optimization is the large size of the solution space that has to be searched to find the optimal solution. As pointed out by Bartal et al. (2000), the number of all possible configurations of a network consisting of \( N \) stations positioned on a grid of \( M \) points without repetition is given by:

\[
\binom{M}{N} = \frac{M!}{N!(M-N)!}. \tag{5}
\]

For a small problem with six stations on a 6 x 6 grid, this amounts to 1,947,792 combinations, where no distinction between geophysical meaningful or meaningless geometries is made. In the case of this study, with \( M = 952 \) and \( N = 10, 15, 18, 20, 22, 24, 26, 28, 30 \) and 35, the number of possible combinations lies between 10^{23} (\( N = 10 \)) and 10^{35} (\( N = 35 \)), which does not allow to solve these optimization problems in a brute force approach, that is, by testing all possible network configurations. This is why we used a simulated annealing algorithm to solve our optimization problem (Hardt & Scherbaum 1994).

Simulated annealing (Kirkpatrick et al. 1983) replicates a concept of material science involving heating and controlled cooling of a material to increase the size of its crystals and to reduce their defects. In simulated annealing a synthetic temperature, \( T \), is lowered according to a predefined annealing schedule. Its functional form depends on the optimization problem under consideration and has to be adjusted beforehand (Basu & Frazer 1990). In this study, we used the following annealing schedule, which was found by trial and error:

\[
T_n = T_0 \cdot \left(1 - \frac{n}{N}\right)^6. \tag{6}
\]

In eq. (6), \( T_0 \) is the starting temperature and \( T_n \) is the temperature at time step \( n \in [0, N] \), with \( N = 1000 \).

The quality of the solution is described by the cost function, \( C \), which corresponds to the free energy in the case of annealing a metal. In this study, we have implemented a cost function for the earthquake location problem of the form \( C = 1/D \), with \( D \) as defined in eq. (4). In general, it is possible to combine more than one cost function and to optimize a problem in terms of several constraints (e.g. Hardt & Scherbaum 1994).

During the optimization process, many random solutions—in our case 200 network configurations—are tested at every temperature step. This number was again chosen by trial and error to achieve a slow and smooth convergence of the solution to the global minimum (Fig. 8). Solutions that do not lower the cost function, called poor solutions, are accepted if the following criterion is satisfied (Metropolis et al. 1953):

\[
\exp(-\Delta C/T) > \text{rand}(0,1), \tag{7}
\]

where \( T \) is the synthetic temperature, \( \text{rand}(0,1) \) is a random number in the interval \([0, 1]\) and \( \Delta C \) (negative for a good; positive for a poor solution) is the difference of the cost function in the current solution and the currently accepted solution, that is, the ‘winner’ solution of the last temperature step. If \( T \) in eq. (7) is large, many poor solutions are accepted and a large part of the solution space is explored. The advantage of this procedure is that local minima in the solution space can be overcome and a global minimum can be found. Fig. 8 illustrates a typical optimization run. At high synthetic temperatures, the value of the cost function of the winner and overall best solution deviate strongly. When the synthetic

![Figure 7](image-url)
temperature is decreased following the annealing schedule, the value of the cost function of the winner solution converges towards the overall best solution, and the value of the cost function of the overall best solution constantly decreases and converges towards the optimal solution.

3 SEISMIC NETWORK OPTIMIZATION: APPLICATIONS

In the following we will apply our algorithm to optimize seismological network geometries. We will start by briefly discussing optimization results for simple test cases to validate the performance of our algorithm. We will then apply our algorithm to optimize a regional-scale microseismic network in northern Switzerland.

3.1 Simple test cases

In the following four test cases described, we have used a homogeneous velocity model with a constant P-wave velocity of 6 km s⁻¹. The geometry of the virtual station grid had a similar geometry as the one used in the optimization for northern Switzerland described in the next section (Fig. 9). All parameters of the virtual stations were identical to the Swiss case. Specifically, in test cases B and D we used the noise levels derived from the first-order ambient noise model described earlier. In each case we optimized a network of four new stations that extended an existing network of 22 stations. The locations of these new stations were optimized with respect to one or two Mᵢ 1 earthquakes.

Test case A: One single Mᵢ 1 earthquake was located at 5 km depth. All stations (26) had the same noise level of 60 nm s⁻¹ (noise class Middle). The earthquake was not recorded at any of the 22 existing stations. Therefore, the case could be interpreted as optimization for a simple four-station network. The resulting station geometry represents the well-known triangular quadripartite network (Uhrhammer 1980), with one station as close as possible to the epicentre and three stations equally spaced on a circle centred on the epicentre (Fig. 9A). The radius of the circle was determined by the largest epicentral distance that allowed the detection of the earthquake (SNR ≥ 10).

Test case B: The noise level assumed for all stations was derived from the first-order ambient noise model, described in Section 2.2. All other parameters were identical to test case A. The Mᵢ 1 earthquake was in general detected at larger distances than in test case A. Yet, depending on the noise level, several stations close to the epicentre did not detect the earthquake. Again, the resulting optimal network represented a variant of the triangular quadripartite network (Fig. 9B). However, the radius of the outer circle of stations was significantly larger than in test case A. Two stations of the existing network in the southeast of the epicentre detected the earthquake and constrained the geometry of the triangular network. Two of the new stations were placed on the northwestern rim of the station perimeter. The two remaining stations were sited close to each other near the epicentre. These closely spaced stations mainly generate redundant information; hence, one of them may not be needed. Yet, by placing this additional station close to the most important station in the centre of the network (Steinberg & Rabinowitz 2003), the cost function could efficiently be further reduced. We interpret the station clustering in the D-optimal network solution as a weight of the importance of a station location and will make use of this feature in the subsequent analysis (see Discussion).

Test case C: All parameters were chosen identical to test case A. Yet, an additional Mᵢ 1 earthquake was introduced at 5 km depth in the eastern part of the study area (Fig. 9C). The two earthquakes had largely separated detection areas that overlapped only in a small region. The newly added eastern earthquake was recorded at several existing stations, which could, therefore, contribute to the solution of the location problem. The geometry of these stations was already close to a triangular quadripartite network. Hence, the optimization concentrated mainly on the western earthquake, and the result was very similar to test case A. In test case C, however, the triangular quadripartite network centred on the western earthquake was rotated in a way that one station on the outer circle was placed in the overlapping region of the detection areas of the two earthquakes (Fig. 9C). The rotation of the network did not change the location uncertainties for the first earthquake but ensured that the above-mentioned station could contribute to the location of both earthquakes. In that way, the overall cost function could be further decreased and approached its global minimum.

Test Case D: Here, we used the same parameters as in test case B but considered the two earthquakes described in test case C. Both earthquakes were recorded at existing stations (Fig. 9D). Yet, the number of stations recording the eastern event was larger, and their geometry had a better azimuthal coverage than that of stations recording the western earthquake. The optimization result was identical to that of test case B. Considering the nearly optimal geometry of the existing stations that recorded the eastern earthquake, it is obvious that the optimization had to focus on the western event to effectively reduce the value of the cost function.

In summary, the optimization results for the discussed test cases show that our optimization algorithm is able to:

1. find D-optimal networks that agree with theoretical considerations and results of other researchers (e.g. Steinberg & Rabinowitz (2003) and references therein).
Figure 9. Optimization results for simple test cases, with networks consisting of 22 existing and four new stations. Either one (A, B) or two (C, D) $M_{L}$ 1 earthquakes at a depth of 5 km are considered in each case. Earthquake locations are indicated by yellow stars. Existing stations are indicated by coloured squares, virtual stations by coloured dots. The colour code indicates if the earthquakes are detected (red) or missed (blue) at a site. Green triangles indicate the $D$-optimal geometry of the four station networks. Station noise level considered is either middle [60 nm s$^{-1}$; A, C) or corresponds to the noise-levels taken from the first-order ambient noise model derived in this study (B, D).

(2) correctly consider varying station noise levels and
(3) correctly handle multiple event setups.

3.2 Regional-scale microseismic network, NE Switzerland

We applied our optimization algorithm to find $D$-optimal network geometries for a regional-scale microseismic network in northern Switzerland. The goal of the optimization was to determine the size and geometry of a seismological network that ensured a location precision of 0.5 km in the epicentre and 2 km in source depth, as well as a magnitude of completeness of $M_c = 1$ ($M_L$) in the area defined by the earthquake perimeter in Section 2. The input parameters to the optimization were as follows:

(1) An existing network of 67 stations in Switzerland, Germany and Austria (Fig. 4). The observed noise levels of the individual stations were taken into account (Fig. 10A).

(2) A grid of 952 virtual stations (Fig. 3) with noise levels taken from the first-order ambient noise model for Switzerland and surrounding regions (Fig. 5).

(3) A synthetic earthquake catalogue including 2240 events in the magnitude range $M_L = 0.8$–1.1 (Fig. 2).

(4) Networks with $N = 10, 15, 18, 20, 22, 24, 26, 28, 30$ and 35 stations were tested.

The predicted observation rate at a site, that is, the percentage of observed catalogue events (Fig. 10B), is of considerable interest for the interpretation of the optimization results. As can be inferred from Fig. 10(B), the predicted observation rates found in this study were functions of the epicentral distance to, and the noise-level at, a given site. A high detection rate (>50 per cent) was generally predicted for stations with noise class Low at epicentral distances less than 100 km, whereas, the predicted observation rates for stations with noise class Middle or High were only low (<30 per cent) even if the stations were located inside or close to the earthquake perimeter (Fig. 10B). This general trend was observed for existing and virtual stations.

Two other patterns could be identified in the predicted observation rates for the virtual stations. First, the detection rates were generally smaller at the eastern and western edges of the station perimeter...
Figure 10. (A) Noise levels observed at the existing stations (squares) and predicted for the virtual stations (dots). (B) Predicted observation rates for the 2240 synthetic earthquakes at the existing (squares) and virtual (dots) stations. The earthquake perimeter is indicated in (A) and (B) as a red polygon.

Figure 11. Normalized cumulative density functions (nCDF) of 2σ epicentral and focal depth errors for the 2240 synthetic earthquakes in the earthquake perimeter for networks with 0–35 new and the existing stations. Dashed red lines indicate the 90 per cent level and the desired uncertainties, respectively.

than in the centre of this region (Fig. 10B). This can be explained by a simple geometrical effect governed by epicentral distance that caused stations at the eastern edge of the perimeter to have a small probability to detect earthquakes at the western edge of the perimeter and vice versa. For the same reason, stations in the centre of the perimeter had a high probability to detect earthquakes at the eastern and western edges and yielded higher total observation rates.

Secondly, stations at the western end of the station perimeter had slightly lower predicted observation rates than their counterparts in the east. This observation can be explained by the larger size of the eastern side of the station perimeter, which, due to this fact, contained more synthetic earthquakes. In addition, owed to the higher population density in the western part of the study region, the predicted noise levels were in general higher than in the eastern part, where the first-order ambient noise model contains large low-noise areas (e.g. Black Forest, Fig. 10A).

We assessed the performance of the different networks with respect to errors in epicentre and focal depth by calculating normalized cumulative density functions (nCDF) of the epicentral (σ_h) and depth (σ_z) uncertainties at the 2σ level for all 2240 synthetic earthquakes (Fig. 11). For a given uncertainty, these functions show the fraction of the synthetic earthquakes that had location uncertainties equal to or smaller than the given one. The epicentral errors (σ_h) were calculated from the geometric mean of the uncertainties of the epicentral coordinates (σ_x; σ_y) by:

$$\sigma_h = \sqrt{\sigma_x \cdot \sigma_y} \cdot \Delta \chi^2; \quad \Delta \chi^2 = 6.17,$$

where Δχ² accounts for the increase in the degree of freedom (Press et al. 1992).

The uncertainties of the individual hypocentre coordinates were estimated by means of the covariance matrix of the scatter density cloud derived from the posterior probability density function (PDF) for the earthquake location problem (Lomax et al. 2000). The posterior PDF represents a complete probabilistic solution to the location problem, including information on uncertainty and
resolution (Tarantola & Valette 1982). The solution is fully non-linear, and, therefore, the resulting PDF may be irregular and multimodal. Uncertainty estimates derived from the posterior PDF are, in general, more reliable compared to those based on linearized methods (Lomax et al. 2000; Husen et al. 2013). In our approach we did not consider errors in the velocity model. Hence, absolute errors can be significantly larger than formal errors, presented here, especially in focal depth (e.g. Pavlis 1986).

As illustrated in Fig. 11, the error in epicentre and focal depth decrease constantly with increasing number of stations. The goal of reaching an overall error in epicentre of $2\sigma_c \leq 0.5$ km can already be achieved with a network of only 10 additional stations (Fig. 11A). Fig. 12(A) illustrates this result for the $D$-optimal network of this case by showing the $2\sigma$ epicentral errors for earthquakes located at a depth of 2.5 km. At this depth, $2\sigma_c$ shows a very homogenous distribution and is smaller than 0.5 km for most of the area of the earthquake perimeter. Only two small regions in the northeast and the southwest, outside of the earthquake perimeter have uncertainties up to 1 km. This observation can be explained by the poor network geometry (unfavourable azimuthal station distribution) in these regions.

Errors in focal depth are generally larger than those for epicentral coordinates (Fig. 11). This is a well-known fact that results from the geometry of the earthquake location problem with stations near the Earth’s surface and earthquakes at depth (e.g. Gomberg et al. 1990). The predefined goal to obtain an overall focal-depth uncertainty of $2\sigma_D \leq 2$ km is reached for networks with 20 or more stations (Fig. 11B). The $D$-optimal network for this case is shown in Fig. 12(B). In general, the distribution of the focal-depth uncertainties is more heterogeneous than for the corresponding epicentral uncertainties. The focal-depth errors show a strong dependence on event-to-station distance, demonstrating the importance of stations at small epicentral distances to constrain focal depth (Fig. 12).

### 3.3 Estimation of expected magnitude of completeness, $M_c$

The expected magnitude of completeness, $M_c$, was estimated using the Bayesian Magnitude of Completeness (BMC) method introduced by Mignan et al. (2011). In a first step, we determined the spatial distribution of $M_c$ observed in Switzerland in 20 km × 20 km spatial bins using earthquakes of the period between 2002 and 2008 from the ECOS2009 catalogue (Fäh et al. 2011). Then, we defined the network of observing stations by only selecting those stations that had at least 150 observations in the considered period. This value assured that only stations contributing to the location of at least 0.1 per cent of the events in our catalogue were used for the $M_c$ estimation. Fig. 13(B) shows the 37 stations that met the selection criterion. All, except one Austrian station, belonged to the Swiss Seismological Network; 11 of the stations are inside of, or very close to, the earthquake perimeter and concentrate in the Basel area.

Using these inputs, we derived a functional relationship between $M_c$ and the distance to the fourth observing station, $d_4$, following Mignan et al. (2011) and obtained the following result (see Fig. 13A):

$$M_c = 5.96 \cdot d_4^{0.08} - 6.44 \pm 0.16.$$  \hspace{1cm} (9)

Using eq. (9), we were finally able to predict $M_c$ at every location within Switzerland for arbitrary network geometries.

As indicated in Fig. 13(A), the scatter in the observed $M_c$-to-$d_4$ relationship is quite large. This may partly be due to the simplicity of the approach taken to define the observing network, where we only used a threshold for the minimum number of detections. Yet, comparing our $M_c$ predictions for the existing network (Fig. 13B) with recent predictions of Nanjo et al. (2010, their fig. 3c), who dealt with network selection in a much more comprehensive way, we found a remarkably good agreement. The predicted values of $M_c$ range between $M_c = 1.1$ and $M_c = 2.5$ for the region of Switzerland in both studies. Additionally, predictions for $M_c < 1.6$ were made for very similar areas in the Valais (SW Switzerland) and the Canton Aargau (NE Switzerland). In contrast to our prediction, Nanjo et al. (2010) found an additional region with $M_c < 1.6$ in Canton Graubünden (West Switzerland). Yet, they gave large uncertainties for that prediction (comp. their fig. 3d). The predictions made for the area of the earthquake perimeter are also highly similar in both studies with low values in the range of $M_c < 1.6$ in the northeast and larger values of $1.6 < M_c < 2.0$ in the central and southwestern part. The good agreement of the predictions of the two methods encouraged us to proceed with our simple and straightforward approach,
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Figure 13. (A) Relationship between $M_c$ and the distance to the fourth observing station $d_4$, derived for earthquakes between 2003 and 2008 in Switzerland from the ECOS2009 catalogue. The best fitting function in a least-squares sense, $M_c(d_4)$, is indicated in red with error intervals of $1\sigma$ and $2\sigma$. (B–D) Predicted magnitude of completeness $M_c$ for Switzerland and surrounding regions using the BMC method of Mignan et al. (2011). Predictions for the existing network (B), and networks with 20 (C) and 26 (D) new stations are shown. $M_c = 1$ is indicated by the light yellow colour, and contour lines correspond to the $M_c$ levels indicated in the insets. 37 existing stations used for the $M_c$ analysis are plotted as black triangles. New stations are shown as blue triangles. The earthquake perimeter is indicated by a blue polygon.

shown to be robust by Mignan et al. (2011) [see also Mignan (2012) regarding $M_c$ estimation and Mignan et al. (2013) for an application of the BMC method to mainland China].

As shown, a network of 20 or more new stations is required to reach the anticipated hypocentral resolution in the study area. In the following, we will, therefore, discuss our $M_c$ predictions at the example of networks with 20 and 26 new stations (Figs 13C and D). In both cases an improvement of the magnitude of completeness to $M_c < 1.6$ was predicted for the earthquake perimeter. However, it was also found that the anticipated value of $M_c = 1.0$ would only be reached in small parts of the study area. Yet, the BMC prediction has to be considered a conservative estimate of $M_c$, in that the detection capabilities of all stations are treated as equal and correspond to that of an average Swiss station. Additionally, considering the uncertainty in eq. (9) [$\sigma(M_c) = 0.16$], we feel that the upper error bound, indicated in Figs 13(C) and (D), may be a better estimate of the expected $M_c$ in our case. If correct, this indicates that a network with 26 new stations could reach the desired magnitude of completeness over large parts of the study area.

4 DISCUSSION

4.1 Stability of the solution

It is apparent from eq. (7) that in simulated annealing the final solution depends on the generation of random numbers. In general, random numbers on computers are completely deterministic, in that they generate the exact same list of random numbers when initialized with the same start value, that is, the seed of the random number generator (Press et al. 1992). To test the stability of our solutions, we, therefore, ran 100 optimizations for the same network size with different seeds of the random number generator (reinitialized optimizations). In the following, the results will be discussed for a network with 20 new stations (Fig. 14), but they are equally valid for other network sizes.

The final values of the cost functions achieved in the 100 optimization runs showed only small variations, indicating very similar performance of the networks in all solutions. Only a small number of different network geometries was found, and the solution with the lowest cost function was chosen most often. Furthermore, the nCDFs for the errors in epicentre and focal depth were found to be nearly identical in every run, which indicates that the overall performance of the different networks was almost equal in all cases.

Networks with minimal, intermediate and maximal values of the cost function, representing the highest, intermediate and lowest overall location performance in the 100 optimization runs, are shown in Fig. 14. As can be inferred from the figure, the majority of new stations were placed at identical or very similar locations in different optimization runs. Even though network geometries for individual solutions differed in detail, we were able to identify stable regions of about 10 km diameter. Into these regions stations were
Figure 14. Stability of the optimization result to changes in the initialization of the random number generator. (A–C) Network geometries of the solutions with the minimal, intermediate and maximal achieved costs (Eq. 4). Symbols and colouring are identical to Fig. 12(B). (D) Histogram of the costs achieved in 100 optimization runs.

Figure 15. Definition of station placement regions for networks with 20 (A) and 26 (B) new stations. All station locations of the 10 best solutions (lowest cost function values) found in 100 reinitialized optimization runs (Fig. 14) are plotted. New stations are plotted as green triangles, existing stations as blue squares. Red and blue circles indicate placement regions with a diameter of 10 km. Red circles represent placement regions that contained stations in all considered solutions, and blue circles indicate regions that were empty at least once.
placed repeatedly in different optimization runs (Fig. 15). Many of these regions were selected, that is, contained a station, in all optimization runs and are marked by red circles in Fig. 15. The remaining regions were not selected in at least one of the optimization runs (blue circles in Fig. 15). Stations were only rarely placed at locations that were distant from locations found in other optimizations.

We interpret the variability of the solution as being due to the highly non-linear nature of the optimization problem. The solution space for these large-scale problems seems to contain many closely spaced minima that correspond to highly similar network geometries with similar uncertainty estimates in epicentre and focal depth. We accounted for this variability by defining site survey regions of approximately 10 km radius. This approach will also allow for the flexibility needed to find sites with the desired noise conditions in the field.

4.2 Network geometries

Not surprisingly, the noise class assigned to each station had a remarkably strong influence on the optimization results. Only virtual stations with noise class Low were selected in all performed optimizations. This can clearly be explained by the high observation rates found for stations with low noise levels (Fig. 10), which result in higher weights in the calculation of the cost function compared to stations with high and intermediate noise levels.

This argument also explains the observation that new stations were sometimes placed very close to existing stations associated with noise classes Middle or High (Figs 12B and 15). If an existing station at an important location has a small number of observations due to its high noise level, the optimization algorithm tries to put more weight on this location by placing a new station at a nearby location associated with noise class Low.

A similar explanation can be given for the observation that new stations clustered at neighbouring positions, especially for increasing network size (Figs 12B and 15). If a study area is already monitored by a sufficiently large network with a nearly optimal configuration, the value of the cost function can most efficiently be further reduced by adding a station at the, already occupied, most important location. In this way the weight of the most important station is doubled when computing the cost function. For a large nearly optimal network this strategy will, in general, cause a larger decrease of the cost value than optimization without allowed co-location. This is because, in the latter case many stations of the network have to be relocated to less optimal positions to accept an additional station. In our algorithm we did not allow for exact co-location, this is why the optimization placed stations on gridpoints neighbouring the most important station, to reproduce the strategy outlined above as close as possible.

In general, the clustering of stations at nearby locations is a consequence of our algorithm ignoring the correlation of model errors (e.g. Rabinowitz & Steinberg 1990). This effect could have been accounted for by introducing a station-distance weight when calculating the cost function (e.g. Hardt & Scherbaum 1994). We decided not to do so. Motivated by the explanation given earlier, we interpret the clustering of stations at a site as an indication for the importance of that location. Even more so, if the placement regions were stable in solutions for different network sizes. The last observation indicates that station locations exist that are important for the hypocentral resolution of a region independent of the planned network size.

4.3 Network size

It has to be concluded from the results presented that it is an ambitious goal to reach a constant completeness of $M_c = 1$ over a large area of several hundred square kilometres. This aim can only be realizable if an unrealistically high number of new stations would be installed. For example, we can derive the distance to the fourth station that a network must provide to assure a completeness of $M_c = 1.0$ from eq. (9), and obtain a value of $d_1 = 16 \pm 5$ km for Switzerland. Let us assume for simplicity that we want to cover a rectangular study area with dimensions of $a \times b$ km$^2$ by a regular square-gridded network. With a grid spacing $s = d_1 / \sqrt{2}$ we can assure that the maximum event–station distance inside this network is equal to $d_1$, and thus the completeness $M_c = 1$. The number of stations, $N_s$, needed for this network can be calculated by

\[ N_s = (\text{ceil}(a/s) + 1) \times (\text{ceil}(b/s) + 1), \]

where function ceil(A) rounds A to the nearest integer greater than or equal to A. Inserting the appropriate values for our study area in eq. (10), we estimate a need of 114 stations in total to meet the $M_c$ requirement. This estimate is valid for stations with a noise level corresponding to a weighted mean of the station noise levels used in the BMC estimation. Assuming that the lower and upper uncertainty limits in eq. (9) represent values for high- and low-noise stations, we need to adapt our need estimate to 75 low-noise stations or 175 high-noise stations, respectively.

We have to point out that the network geometry in the example mentioned above was chosen for illustrative purposes only, and is neither optimal with respect to the number of stations needed to meet the $M_c$ requirement, nor to earthquake location. We are working on the implementation of the $M_c$ requirement into the optimization process.

What the exact meaning of low, mean or high noise level is in the context of BMC is hard to quantify, and needs to be addressed in a separate study. We think that the level of $v_{\text{rms}} = 60$ nm s$^{-1}$, used for noise class Middle in the optimization, represents a conservative upper limit to the mean noise level governing the BMC calculation. This is because, stations of good quality are most probably used preferentially for earthquake location, and, therefore, also dominate the derivation of the $d_c$–$M_c$ relationship.

Yet, a general conclusion can be drawn from the strong dependence of the station need on $d_1$, and thus on the noise levels of the stations. A careful assessment of the noise levels of potential station locations assuring the selection of high-quality sites in a placement region is essential for the successful attainment of the $M_c$ requirements imposed on a new network. A quantitative strategy for the evaluation and selection of high-quality station locations was recently introduced by Plenkens et al. (2012).

On the other hand, the probability of recording $M_c$ 1 earthquakes in a region where $M_c < 1.6$ is still rather high (compare Nanjo et al. 2010). Depending on the scientific targets of the planned network, it may, therefore, be acceptable to relax the $M_c$ constraint for parts of a study area.

5 CONCLUSIONS

We have developed a network optimization approach based on the D-criterion and extended the algorithm of Hardt & Scherbaum (1994) to handle 3-D velocity models, correctly deal with existing stations and the case of non-detections at specific sites. The
A first-order ambient noise model for Switzerland was developed on the basis of land-use data from satellite imagery. The model agrees well with observed noise levels at 67 existing stations in Switzerland, Austria and Germany. In combination with calculated P-wave amplitudes of synthetic earthquakes, the noise model was used to identify non-detections at the virtual stations. The optimization was found to be strongly dependent on the ambient noise model, as only virtual stations with the lowest noise class were used in D-optimal solutions. It has to be concluded that it is very important to update the ambient noise model by ground motion measurements and to reevaluate the optimization result as soon as possible in the network implementation process.

We have applied the algorithm to a large-scale network optimization problem for a regional-scale microseismic network in NE Switzerland. We were able to find the size and geometry of D-optimal networks that fulfill the predefined criteria concerning hypocentral resolution. A minimum number of 20 new stations is needed to achieve a hypocentral resolution of 2 km in the study area. An epicentral resolution of 0.5 km can already be reached with a network of 10 new stations. The hypocentral uncertainty predictions were confirmed by computing fully probabilistic non-linear uncertainty estimates.

The sensitivity of the networks to detect small earthquakes was assessed by estimating the expected magnitude of completeness in the region of interest. The results indicate that it is an ambitious goal trying to reach a constant magnitude of completeness of $M_c = 1.0$ over a large area of several hundred square kilometres. For the microseismic network in NE Switzerland we conclude that this goal will not be reached with a network of 20 new stations and only partly with a network of 26 new stations. On the other hand, the probability of recording $M_c < 1.6$ earthquakes in a region where $M_c < 1.6$ is still rather high (compare Nanjo et al. 2010). Depending on the scientific goals of the planned network it may, therefore, be acceptable to relax the $M_c$ constraint for parts of a study area.

The stability of the solutions obtained for the regional-scale network was tested by repeated optimizations with reinitializing the random number generator (reinitialized solutions). The overall hypocentral resolutions for all reinitialized solutions of a certain network size were found to be nearly identical, even though the network geometries showed small variations. Yet, it was possible to identify placement regions with a diameter of approximately 10 km that were stable for solutions of the same network size and, to some extent, also for different network sizes.

In general, we conclude that a stepwise approach should be taken to identify the number and location of new stations for regional-scale networks. First, stable placement regions should be identified by finding D-optimal geometries for networks of different sizes and by repeated reinitialized optimization. Important placement regions can be identified as being those most frequently selected during this procedure and should be instrumented with high priority. Once instrumented, the recorded noise levels from these regions can be used to update the network optimization and to define the locations of the remaining stations. This procedure should be repeated until the desired hypocentral resolution and sensitivity of the network are reached.

In the way indicated earlier, we defined 10 site survey regions for the first instrumentation phase of the network in NE Switzerland. These regions existed in solutions for networks of 20 and 26 new stations, and were stable in the reinitialized optimizations (Fig. 15).

If such a region contained an existing station with a high noise level, we considered relocating the station to an alternative site with a lower noise level, or to relocate the seismometer into a shallow borehole.

In this study, we have not considered the problem of temporal station failure that can reduce the capability of a network to detect and locate earthquakes. However, the future network, under discussion in the study, will consist of permanent stations with reliable real-time data transmission, that is, permanent dedicated telephone lines. Therefore, data quality and availability can and will be monitored continuously, and problems can be detected and solved quickly by the duty technician. From our analysis of SED stations of this type, we expect a mean data availability of about 99 per cent, which corresponds to 361 of 365 days (Kraft 2012). As the main goal of the network will be to improve the understanding of the neotectonic activity of the study area, we consider downtime of less than 1 per cent as acceptable. Nevertheless, it is essential to say that for sparse networks, when expecting significantly higher station downtimes, or in an earthquake alarming or early-warning context, redundant instrumentation of important placement regions has to be considered.
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