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Experiments were performed in dump-stabilized axisymmetric flames to assess
turbulent flame speeds (ST) and mean flamelets speeds (stretched laminar flame
speeds, SL,k). Fuels with significantly different thermodiffusive properties have been
investigated, ranging from pure methane to syngas (H2–CO blends) and pure hydrogen,
while the pressure was varied from 0.1 to 1.25 MPa. Flame front corrugation was
measured with planar laser-induced fluorescence (PLIF) of the OH radical, while
turbulence quantities were determined with particle image velocimetry (PIV). Two
different analyses based on mass balance were performed on the acquired flame
images. The first method assessed absolute values of turbulent flame speeds and the
second method, by means of an improved fractal methodology, provided normalized
turbulent flame speeds (ST/SL,k). Deduced average Markstein numbers exhibited
a strong dependence on pressure and hydrogen content of the reactive mixture.
It was shown that preferential-diffusive-thermal (PDT) effects acted primarily on
enhancing the stretched laminar flame speeds rather than on increasing the flame
front corrugations. Interaction between flame front and turbulent eddies measured by
the fractal dimension was shown to correlate with the eddy temporal activity.

Key words: flames, reacting flows, turbulent reacting flows

1. Introduction
Within the gas-turbine-based power-generation technologies, there is nowadays

increased interest in integrated gasification combined cycle (IGCC) power plants, for
reasons of security in fuel supply and optimization in energy use. These plants offer
a big potential for clean electricity production with reduced CO2 emissions when
operated in the lean premixed combustion mode and when carbon capture technology
is applied (Hoffmann et al. 2009). Via gasification, IGCC concepts convert solid
and liquid hydrocarbons (biomasses, oil, coal, tars, etc.) into a gaseous fuel for gas-
turbine-based power generation. The fuel obtained from the gasification process is
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conventionally termed syngas. It can be considered as a gaseous mixture containing
mostly hydrogen (H2) and carbon monoxide (CO), and the chemical composition
varies according to the specific feedstock (e.g. biomass, coal, tar, etc.). It is commonly
diluted with inert gases such as nitrogen (N2), steam (H2O) or carbon dioxide (CO2),
depending on the gasification process.

Lean premixed combustion is considered as the state-of-the-art technology in
stationary gas turbines for highly efficient and low-emission power generation with
natural gas fuel. Therein, the latest precombustion CO2 capture technologies aim
at efficiently reforming the natural gas fuel to syngas (Tock & Marechal 2012).
Therefore, the fundamental properties of syngases need to be investigated for premixed
flames under gas-turbine-like operating conditions.

The combustion properties of syngases are mainly determined by their specific H2

and CO content and are generally characterized by very high laminar flame speeds,
a wide range of flammability limits and short ignition delay times (Chaos & Dryer
2008; Sung & Law 2008; Daniele et al. 2011), which all contribute to a high risk of
autoignition and flashback. In addition to the combustion characteristics, the physical
properties of H2 are also very different from those of natural gas. For example, the
density of H2 is an order of magnitude smaller than that of natural gas, resulting
in increased volumetric flow rate requirements for the turbine, and at the same time
the molecular diffusivity of H2 is substantially higher, leading to thermal/diffusive
imbalance effects during combustion.

When referring to stable and safe lean premixed gas turbine combustion, one of the
most important parameters is the turbulent burning velocity, ST . This property plays an
ever-increasing role in the design of new combustors operated with syngas fuels, as it
assumes much higher values for hydrogen-rich gases compared with natural gas.

In order to describe ST for syngas mixtures and compare it with that of natural
gas, insights on the effects of molecular transport have to be advanced. The
significance of such effects on ST has been highlighted in the review by Lipatnikov
& Chomiak (2005), concluding that in fuel-lean syngas/air turbulent combustion,
molecular transport effects are still important and dominated by the H2 component.

The turbulent flame speed is determined by the extent of the flame front surface
area wrinkling and by the effect the flame wrinkles have on the local propagation
speed of the flamelets. In any premixed flame (laminar or turbulent), the growth of
an initial wrinkle is affected by the hydrodynamic Darrieus–Landau (DL) instability
(Landau 1944). DL instabilities enhance the flame front wrinkling and therefore ST .
The effects of pressure on DL instabilities during turbulent combustion have been first
reported for methane fuels by Kobayashi et al. (1996) and more recently for syngas
mixtures by Daniele et al. (2011) and Ichikawa et al. (2011). The effect of elevated
pressure on the DL flame front instability was studied analytically by Kobayashi et al.
(1996) using the dispersion formula of Sivashinsky (1983) and more recently by Creta
& Matalon (2011) who investigated theoretically the propagation of premixed flames
in two-dimensional homogeneous isotropic turbulence using a Navier–Stokes/front-
capturing methodology within the context of hydrodynamic theory. Nonetheless, there
is still controversy regarding the precise impact of the DL instability at elevated
pressures, as recently discussed by Lipatnikov & Chomiak (2010). Another important
instability affecting flame front propagation characteristics in fuel-lean combustion is
driven by thermal-diffusive imbalance (e.g. for fuels with Lewis numbers Le < 1).
In particular, lean premixed hydrogen combustion is strongly affected by preferential-
diffusive-thermal (PDT) effects, as summarized by Lipatnikov & Chomiak (2005).
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Understanding the DL and PDT effects, as well as their coupling and their
interaction with the flame stretch, is of fundamental importance for turbulent
combustion. This understanding leads to a description of flame front propagation at
widely disparate scales: at large scales with relevant velocity ST and at small scales
with corresponding velocity the stretched laminar flame speed SL,k.

Despite the increasing research activities in premixed syngas combustion, as
discussed by Cheng (2009), there are still many open questions that call for pressing
answers. In contrast to the extensive knowledge gained during the last few decades
for hydrocarbons (especially CH4), few experimental data are available in the literature
for syngas fuels at elevated pressures and preheats (Daniele, Jansohn & Boulouchos
2009; Daniele et al. 2011; Ichikawa et al. 2011; Kobayashi et al. 2013). Moreover,
turbulent flame speed data in the literature are generally not directly comparable, due
to the different adopted definitions for ST and the different experimental methodologies
used. The lack of syngas data becomes very evident especially when considering
conditions relevant to gas turbines, involving elevated pressures (1–3 MPa), high
preheat temperatures (600–700 K) and large turbulence intensities (u′/SL > 50).

Daniele et al. (2009, 2011) presented, for the first time in the literature, global-
consumption-based normalized turbulent flame speeds for various fuel-lean syngas/air
mixtures at gas turbine relevant conditions. In the present work we further expand
the analysis presented by Daniele et al. (2011) by adding a second methodology
for determining the mean consumption turbulent flame speed and by extending the
database with pure hydrogen turbulent combustion experiments.

The aim of this work is to describe the flame propagation characteristics at large
and small spatial scales for syngas fuels and also for pure H2, and compare them
with corresponding CH4 results under conditions relevant to gas turbines. A novel
combination of two different approaches (global consumption and mean fractal-based
consumption) is presented, and a methodology is proposed to derive the mean
propagation speed of flamelets in a turbulent flow field. Normalized turbulent flame
speeds are obtained by applying fractal analysis in a statistically large ensemble of
flame realizations, and the results are then compared with the global consumption rate
computed at the mean progress variable 〈c〉 = 0.50 contour.

This article is organized as follows. The experimental methodology and measuring
techniques are outlined in § 2, while data reduction analyses for the assessment of
turbulent flame speeds are reported in § 3. Section 3, in particular, elaborates on fractal
analysis, which is used for assessing the mean propagation speed, by presenting an
improved methodology for the evaluation of the flame front fractal dimension. Finally,
the main results on turbulent flame speeds, stretched laminar flame speeds, average
Markstein numbers and Markstein length scales follow suit in § 4.

2. Experimental details
2.1. High-pressure test rig

Experiments have been performed in a high-pressure, optically accessible combustion
chamber delivering a maximum thermal power of 1 MW (figure 1). The reactor
chamber is cylindrical, with a length of 320 mm and an inside diameter of 75 mm.
It is made of a double-wall quartz tube with cooling air flowing in the annular section
(for more details, see Griebel et al. 2002; Daniele et al. 2009). A 25 mm diameter
tube, coaxial to the reactor delivers the fuel/air mixture. Within this tube, fuel is
injected and mixed with electrically preheated air 400 mm upstream of the combustion
chamber. Fuel injection is accomplished in a co-flow configuration with the preheated
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FIGURE 1. Experimental set-up: high-pressure turbulent burner and OH-PLIF optical
arrangement.

air, through an array of five jets (1 mm in diameter) uniformly distributed along the
periphery of the delivery tube. For the above arrangement, mixing of the two streams
is considered to be perfect; this is attested by turbulent scalar mixing correlations
and further verified by analysis of the resulting NOx emissions at the reactor exit.
A sudden radial expansion by a factor of three between the delivery tube and the
combustion chamber induces an outer toroidal recirculation zone, which stabilizes the
flame. There is no swirl or piloting flame applied. Pressurization is achieved by a
cylindrical steel tank enclosing the reactor and delivery tube. High-pressure air is
supplied by an oil-free compressor. Optical access to the reaction zone is provided
by three high-pressure quartz windows positioned on the tank, two side ones and one
along the reactor axis (see figure 1).

2.2. Measuring techniques
The measurements included instantaneous turbulent flow field data, acquired with
digital particle image velocimetry (PIV) and flame front imaging, achieved by means
of planar laser-induced fluorescence of the OH radical (OH-PLIF).

Following the approach of earlier works (Daniele et al. 2009, 2011), flame speeds
derived from the OH-PLIF images were correlated with local turbulence properties
extracted from the PIV experiments. Such properties were the turbulence intensity
(u′) and the integral length scale (LT) at the centreline position of the flame
front. Turbulence intensity was calculated from the two-dimensional PIV data as
u′ = [(u2 + 2v2)/3]1/2, by considering the azimuthal velocity fluctuations equal to the
radial fluctuations v; moreover, LT referred to the longitudinal integral length scale of
the axial velocity component (Lxx). Centerline values of the turbulence intensity were
actually representative of all flame front positions, since measurements have shown
that the average flame front surface closely corresponds to a u′ isosurface (Siewert
2005). This is illustrated in figure 2, providing isocontours of u′, LT and the progress
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FIGURE 2. (a) Two-dimensional intensity map of u′ and three selected u′ isocontours:
u′ = 2.3 m s−1 (blue line), u′ = 3.0 m s−1 (white line) and u′ = 3.8 m s−1 (purple line). (b)
Two-dimensional intensity map of LT and two selected LT isocontours: LT = 7.3 mm (white
line) and LT = 9.2 mm (blue line). The two black lines define the flame contour locations
〈c〉 = 0.05 and 〈c〉 = 0.95 for flame no. 10 in table 1. The 〈c〉 = 0.50 flame contour practically
overlaps with the u′ = 3.0 m s−1 line and therefore is not shown for clarity. The image size is
118 mm in x and 50 mm in y.

0.04 0.08 0.12 0.16

y
x

FIGURE 3. Two-dimensional intensity maps of u′/Uo for two different preheats: To = 298 K
(top half) and To = 673 K (bottom half). In both cases Uo = 40 m s−1. The image size is
146 mm in x and 70 mm in y.

variable 〈c〉 for typical syngas flames. Variations of u′ and LT along the flame contours
〈c〉 = 0.50 are less than 15 %.

The choice of flame front rather than of inlet values for reference turbulence flow
properties had the purpose of deriving parameters that are generally representative of
the local flame/turbulence interactions, as discussed by Daniele et al. (2011).
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The PIV database consisted of non-reacting flow measurements (acquired with a
dedicated pulsed twin Nd:YAG laser system (Quantel–Brilliant), which were also used
by Daniele et al. (2011)) and have been described in detail elsewhere (Siewert 2005).
The non-reactive nature of the measurements negated thermal-gradient-induced velocity
biasing. The noise-free root mean square (r.m.s.) velocity measurement error calculated
from the employed optical parameters and pulse delay is estimated to 0.3 m s−1 (a
detailed discussion on PIV errors has been presented in an earlier turbulent channel-
flow combustion study (Appel et al. 2005)).

Turbulence parameters mainly depended on the inlet velocity Uo and not on mixture
preheat or pressure. The effect of mixture preheat is illustrated in figure 3 providing
u′/Uo maps for two cases at 298 and 673 K and Uo = 40 m s−1, indicating average
differences of less than 10 %. The effect of pressure is investigated in an ongoing PhD
thesis (Lin 2013), indicating u′ differences similar to those observed due to preheat. It
is clarified, however, that while u′ and LT remain largely unaffected by pressure, the
small scales of turbulence decrease as pressure increases due to the increased turbulent
Reynolds numbers. The independence of u′ and LT on pressure has also been attested
in other high-pressure turbulent combustion studies (Lachaux et al. 2005).

The OH-PLIF set-up is also depicted in figure 1. A pulsed Nd:YAG/dye laser system
(Quantel YG981/TD90, 12 ns pulse duration) produced a beam at 284 nm having an
energy of 12 mJ per pulse. The beam was converted to a light sheet by a cylindrical
lens. Only the central part of the light sheet (with nearly uniform intensity) that had
energy of ∼4 mJ per pulse was used in the experiments. The light sheet entered the
combustor through the quartz window at the rear flange of the tank (see figure 1) and
propagated in the counterflow direction. The 284 nm radiation excited the Q1(9) and
Q2(8) lines of the OH A-X(1-0) transition. The fluorescence of both OH (1-1) and
(0-0) transitions at 308 and 314 nm, respectively, was collected through a dielectric
bandpass filter centred at 310 nm. The laser sheet thickness was estimated to be
∼0.1 mm, at least over the region imaged with camera no. 1 (see figures 1 and 4a).

The emitted fluorescence light was collected at a 90◦ angle using two intensified
CCD cameras equipped with a UV achromatic lens system and appropriate dielectric
filters. In contrast to our earlier works that employed a single imaging camera (Daniele
et al. 2009, 2011), two intensified cameras were herein used for imaging different
viewing areas. The first camera acquired high-resolution images for detailed analysis
of the flame front corrugation at small scales, while the second camera recorded
the entire flame front area for the ensuing global mass consumption analysis. The
resolutions of the two cameras were 0.061 and 0.310 mm pixel−1, respectively. The
difference in the image sizes of the two cameras is depicted in figure 4(a,b) for the
same flame. To ensure good statistics, 400 single-shot OH-PLIF images were collected
for every investigated flame. Given the drop of the laser-induced fluorescence (LIF)
signal with rising pressure and the need to maintain good quality single-shot images
for the subsequent fractal analysis, we have considered in the present work flames up
to 1.25 MPa (as opposed to 2.0 MPa in Daniele et al. (2011)).

Typical OH intensity profiles across the instantaneous flame are shown in figure 4(c),
indicating a sharp transition between reactants and products and, hence, high quality
of the ensuing flame data. A local thresholding procedure was used to delineate the
flame contour, which is summarized next (for details see Daniele et al. 2009). The
threshold was defined as 50 % of the maximum local intensity of the 400-samples-
average LIF image. This procedure could effectively capture the steepest gradient
of the signal intensity. The application of standard gradient-based edge-detection
techniques did not yield as good results due to the large variety in the gradient
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FIGURE 4. Flame imaging of the two cameras: (a) camera no. 1, 0.061 mm pixel−1; (b)
camera no. 2, 0.310 mm pixel−1. Transverse profiles of the OH intensity are plotted in (c) for
two locations marked x1 and x2 in (a). The two circles in (c) define the instantaneous flame
front location computed by the employed thresholding technique.

distribution of the LIF images. Application of the adopted thresholding procedure is
shown in figure 4(c), whereby the two circles indicate the computed location of the
instantaneous flame front at two selected positions. Sensitivity analysis indicated that
the precise threshold value did not affect the evaluated instantaneous flame properties
(i.e. fractal dimensions).

For the high-resolution camera no. 1, the modulation transfer function (MTF) at the
photocathode plane of the 25 mm image intensifier was 34 line pairs per millimetre.
This corresponded to approximately 0.1 mm in the observation plane and to about 2
pixels at the detector chip plane. The latter size provided enough oversampling and
Kell factor to avoid aliasing artifacts. The flame front was tracked using the steep
(steepest) increase in OH intensity and no attempt was made to deduce the flame
thickness. Information below 0.3 mm has been purposely disregarded in the ensuing
fractal analysis, given the 0.1 mm laser sheet thickness. Amplifier noise due to photon
shot noise in conjunction with the binomial distribution of the quantum efficiency of
the photocathode, resulted in single photoelectron events with a size of approximately
0.2 mm in the observation plane. Such sizes were therefore below the set cut-off limit
of 0.3 mm, rendering additional filtering dispensable.

It is finally noted that direct numerical simulation (DNS) studies have shown OH
to be a good marker for the flame front in lean H2 turbulent premixed combustion.
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4.70
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42.16
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34.72
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0.00 0.01 0.961 0 0 100 0 0.25 0.62 0.25 0.52 0.47 1.43 1.29 10.83 6.42 8.42 94.24

–0.04 –0.17 0.923 20 20 60 0 0.25 0.62 0.22 0.66 1.01 2.69 1.29 9.25 4.32 6.54 54.56

P
MPa – – – –mm m s–1 m s–1 m s–1 mm mm mm mmm s–1

Colour
coding

SL, O SL, k ST
0.50 D2 LT Le*lMfBT

TABLE 1. Representative subset of experimental conditions (To = 623 K, Uo = 40 m s−1).
The provided composition of the fuel stream is percentage by volume.

For lean H2 mixtures (ϕ < 0.5) Baum et al. (1994) reported that the OH radical is
concentrated in the reaction zone and only at considerably higher equivalence ratios
and much higher flame temperatures (∼2800 K) may the peak OH occur behind the
peak heat-release zone. Similar results have also been reported by Bell et al. (2007).

2.3. Test matrix
The investigated fuel mixtures varied from pure CH4 to pure H2 (the latter diluted with
N2), including mixtures with different H2–CO compositions, and two cases whereby
CH4 was cofired with syngas. These fuel mixtures were representative of different
scenarios relevant to IGCC power plants, accounting for different feedstocks and
various gasification processes. The strategy of the fuel mixtures selection has been
detailed by Daniele et al. (2009).

The experimental database comprises 53 different flames. A representative subset
of the investigated flames is shown in table 1, where the volumetric composition of
the fuel stream and the operating conditions are provided, along with other measured
and/or derived turbulent and combustion parameters (the effective Lewis numbers of
the mixture, Le∗, are calculated according to Law, Jomaas & Bechtold (2005)). All
measurements are performed at a preheat temperature To = 623 K and an inlet velocity
Uo = 40 m s−1. The pressure ranged from 0.10 to 1.25 MPa and the equivalence
ratio from 0.3 to 0.7. Table 1 is colour-coded to easily differentiate the various fuel
mixtures in the forthcoming discussion of the results. This test matrix is relevant
to gas turbine applications and all investigated conditions are further positioned in
figure 5 on the Borghi diagram as modified by Peters (1999) Most of the data
points fall into the ‘thin reaction zones’ regime of turbulent combustion, although
recent experiments in Yuen & Gülder (2013) suggest a narrower range for flamelet
applicability. Finally, turbulence in practical combustors is high enough such that
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0.50
1.250.25

0.10

P (MPa)

1.00

P (MPa)

101

100

102101100

Thin reactions
zones

10310–1

102

10–1

FIGURE 5. Experimental conditions on the Borghi–Peters diagram. Colour coding of
symbols according to composition, as in table 1.

U0

Aa

A0

ST

SL,k

SL,k

Ain,j

FIGURE 6. Schematic of the different areas across the flame: Ain,j is the instantaneous flame
front area of the jth realization and Aav the average flame front area.

energy cascade concepts and Kolmogorov spectra are valid (Petersen & Ghandhi
2009).

3. Data reduction
The applied methodologies are clarified with the schematic in figure 6, depicting

the inlet section and the flame front (due to axisymmetry, only half of the domain is
shown). Flame speeds were evaluated by applying continuity analysis and considering
that mass throughput is conserved through the following three surfaces in figure 6:
inlet section (Ao), the average flame front surface (Aav) and the ensemble average of all
corrugated instantaneous flame front surfaces (Ain).

The mass balance

ρoAoUo = ρoAavST (3.1)

is recast to

ST = Ao

Aav
Uo (3.2)
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0.50
1.250.25
1.000.10

P (MPa) P (MPa)
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6

4
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108642

10

0 12

FIGURE 7. Dependence of ST on the progress variable 〈c〉. Colour coding of symbols
according to composition, as in table 1.

to derive absolute values for ST , while the ensemble average in

ST

SL,k
=

(
Ain,j

Ao,j

)
(3.3)

yields normalized flame speeds ST/SL,k. These two quantities will be elaborated upon
in the results section. The overbar in (3.3) denotes ensemble averaging over 400 flame
samples (j= 1–400), Ain,j the instantaneous corrugated flame area of the jth realization
and Ao,j the instantaneous smoothened flame area of the jth realization, measured with
an appropriately large yardstick (see § 3.2).

3.1. Turbulent flame speed: global consumption
To evaluate ST from (3.2), Ao and Uo are known from the geometry and the inlet
conditions, while the average surface Aav is derived from 400 single-shot realizations
of camera no. 2 (figure 4b). The average area Aav is evaluated with a progress variable
approach, as described by Daniele et al. (2009, 2011). Daniele et al. (2011) reported
turbulent flame speeds associated with the 〈c〉 = 0.05 progress variable contour based
on the measured OH radical, which was representative of the faster propagating flame
fronts in the turbulent brush thickness. Within this work, contours of 〈c〉 = 0.50 are
predominantly used. This choice is driven by the need to compare results obtained
with (3.2) and (3.3), as will be clarified in the forthcoming § 4.2. In figure 7 the
two progress variable contours are drawn on an averaged OH-PLIF sample image and
the correlation between the two calculated ST (referred to as S0.05

T and S0.50
T ) for a

data subset is also given; evidently, 〈c〉 = 0.05 corresponds to smaller flame areas and,
hence, to higher flame speeds S0.05

T .
Turbulent flame speeds evaluated with the methodology of (3.2) are understood as

global consumption per unit time.

3.2. ST/SL,k-normalized fractal-based mean consumption
The ratio Ain,j/Ao,j in (3.3) is derived from the high-resolution camera no. 1 (figure 4a)
by analysing every single image of the 400 instantaneous OH-PLIF realizations on half
the flame domain (i.e. upper half in figure 4a). The evaluation involves fractal analysis
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for each instantaneous flame realization j according to (Gouldin, Bray & Chen 1989)

Ain,j

Ao,j
=

(
εo

εi

)D2−1

, (3.4)

where εi, εo and D2 denote the inner cutoff, outer cutoff and two-dimensional fractal
dimension of each analysed instantaneous flame contour, respectively. The extraction
of the fractal parameters is elaborated on in the next section. Normalized turbulent
flame speeds ST/SL evaluated from (3.3) and (3.4) provide the normalized mean
consumption per unit time. The combination of (3.2) and (3.3) yields the magnitude
of SL,k which is understood as the mean propagation velocity of the flamelets. This
parameter contains information on the interaction between stretch and PDT effects
and it is derived with this combined approach for the first time. The flame speed
SL,k is to be distinguished from the unstretched laminar flame speed, SL,o, which has
been used by Daniele et al. (2011) and was computed using the one-dimensional
freely propagating laminar flame package Cantera (Cantera 1998) with the GRI-3.0
chemical reaction mechanism (Smith et al. 2000). It is noted, however, that accurate
laminar flame properties for syngas and hydrogen present a challenge, since validated
reaction mechanisms at elevated pressures and preheats for such fuels are still lacking
(Natarajan, Lieuwen & Seitzman 2007). Nonetheless, comparisons between GRI-3.0
and a recently developed mechanism for syngas and hydrogen (Li et al. 2007) yielded,
for the fuel compositions in table 1, SL,o differences of up to 18 % at 0.1 MPa and
twice as high for 1.0 MPa. However, even if such differences reflected deviations from
the true SL,o, they would not affect the ensuing discussion of the results.

Estimated values of SL,k in laminar and turbulent flames have been reported for
hydrocarbons and for H2 fuels, for example by Metghalchi & Keck (1980), Gu et al.
(2000), Kwon & Faeth (2001), Lamoureux, Djebaili-Chaumeix & Paillard (2003),
Huang et al. (2006), Bradley et al. (2007), Weiss, Zarzalis & Suntz (2008) and
Chen (2011), by performing experiments in constant volume chambers or internal
combustion (IC) engines. In this work SL,k is derived from stationary combustion
experiments under gas-turbine-like conditions.

3.2.1. Calculation of fractal parameters: methodologies
Given the importance of D2 for the subsequent assessment of SL,k, different literature

approaches for evaluating the fractal dimension D2 are presented below and a new
methodology is further proposed. Two approaches for the evaluation of the fractal
parameters have been considered, the ‘box counting’ (BC) and the ‘stepping caliper’
(SC) (Mandelbrot 1985) methods. These methodologies have already been used in
other works for the assessment of normalized turbulent flame speeds and have also
been compared against each other (see Mantzaras, Felton & Bracco 1989; Takeno,
Murayama & Tanida 1990; Shepherd, Cheng & Talbot 1992; Chen & Mansour 1999;
Gulder et al. 2000; Cohe et al. 2007). Both methodologies are based on the concept
of measuring the length of a curve (embedded in a two-dimensional space) with
geometric yardsticks of different scales. For a series of scales i= 1–n:

(i) the BC method counts the number ni of adjacent square boxes with side length ri

that are required to cover the curve length;
(ii) the SC method measures how many ni consecutive segments (calipers) having

length ri are contained within the curve.

If the analysed curve has a fractal nature, a power law dependence ni ∼ r−D2
i is

recovered.
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Box counting

ri

Stepping caliper

ri
r

(a) (b)

ri

FIGURE 8. Large-scale error for BC and SC methodologies applied to the same curve: (a)
BC algorithm for the same curve at three different orientations; (b) SC algorithm.

In most fractal shapes, the range over which the curve exhibits fractal behaviour is
limited by the inner and outer cutoff scales (εi and εo, respectively); outside this range
the exponent of the aforementioned power law becomes −1, as any box or caliper
smaller/larger than εi/εo cannot reveal additional corrugations.

The greatest difficulty arising with the BC method is that many values of ni may
correspond to a given scale ri, depending on the topology of the analysed curve and on
the scale itself (Foroutan-pour, Dutilleul & Smith 1999; Soille & Rivest 1996). This is
illustrated in figure 8(a), whereby for the same curve three different values of ni are
obtained for three different curve orientations.

The SC method also leads to intrinsic errors, the main one being that for most of the
considered calipers ri, the analysed curve will not contain an integer number of them.
Accounting for the remaining ‘last caliper’ (not entirely contained within the curve)
leads to an overestimation of the length, while the correct length is (niri–rr

i ), where rr
i

represents the fraction of caliper which falls outside the curve. This is illustrated in
figure 8(b) and will be discussed in more detail next.

In summary, key differences between the BC and SC methodologies when analysing
an ideal fractal curve are: (a) for the BC, no set of boxes with size ri exist, yielding
the exact fractal dimension; and (b) for the SC, there always exists a series of scales ri

(custom-defined), which count integer numbers of caliper ni (rr
i = 0) and thus yield the

exact fractal dimension.
For this reason, and because high accuracy is required in the flame front analysis

due to the small variation of D2 in turbulent flames, the SC method has been selected
for calculating the normalized turbulent flame speeds. This method is further described
in the next section wherein an improved algorithm for calculating D2 is proposed.
Consequently, results obtained with the BC method will be shown just for comparison.

3.2.2. Stepping caliper method: errors and proposed new algorithm
When the last caliper falls off the curve, an error is introduced since only a fraction

of it is contained within the curve (figure 8b). This leads to an overestimation of
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FIGURE 9. Correction for the large-scale error demonstrated for the von Koch curve (see
the inset curve). Selected pairs of correct counts (ncorr) are denoted by black symbols. Grey
symbols (shown in green online) correspond to all possible combinations of n–r.

ni, when this caliper is accounted for, or to an underestimation of ni when the last
caliper is not considered. This problem was already highlighted by Chen & Mansour
(1999), who proposed a correction that is discussed later in this section. It is therefore
demonstrated that, when analysing a general curve, any arbitrary choice of caliper
lengths will not provide the correct result. Moreover, for a general curve such as a
flame front a ‘proper’ set of calipers is not a priori known.

The importance of the large-scale error is demonstrated in figure 9, presenting plots
of n versus r (lower line, referring to the left ordinate axis) and plots of r · n versus r
(upper line, referring to the right ordinate axis) for a curve composed of six sequential
von Koch snowflakes (constructed with five recursions) arranged in a row (see the
inset to figure 9 for the shape of a single von Koch element), which has a known
fractal dimension D2 = 1.2619. For the von Koch curve in figure 9, the exact εi is
not constant due to the digitalization of the image and assumes values εi = 5–6 pixels.
Therefore, the calculated εo is εo = 34εi = 405–486 pixels, while the exact one is
434 pixels (start-to-end length of a single von Koch element). The square symbols (n
versus r, shown in green online) in figure 9 are representative of the counts of all
calipers (r = 1–4000, which is a value 1.5 times larger than 6εo) exemplifying the
importance of the error discussed before.

In the same figure, the filled black square symbols (ncorr versus r) are indicative of
what is left out after rejecting all caliper lengths yielding the same value of n, except
for the shortest length caliper. This procedure was followed based on the consideration
that when the curve is perfectly matched by nk calipers of size rk, the calipers having
size rk+l will fall off the curve, producing the mentioned error. From this point on, all
of the caliper sizes will count the same nk+1 until a perfect match is realized again.
The correction of the error is then possible by removing those false pairs ni–ri for
i > k. Following this procedure, an estimated fractal dimension of 1.2595 is obtained,
which excellently matches the theoretical value. It is subsequently demonstrated that to
eliminate such an error, knowledge of all pairs ni–ri is necessary.

The curve r · n versus r in figure 9 has the property of a zero slope outside the
fractal range. This characteristic property has been used to determine εo. Once εo is
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FIGURE 10. Correction for the large-scale error demonstrated for a syngas flame.
Instantaneous OH-PLIF image and extracted flame front are also shown (H2–CO/50–50,
P= 0.10 MPa, To = 623 K, Uo = 40 m s−1, Φ = 0.44, flame no. 10 in table 1). Notation as in
figure 9.

determined, the calculated slope of the lower curve in figure 9 for ri > εo is −1.0044,
which matches well the theoretical slope of −1.0 for this non-fractal part of the curve.
As the presented curve is a series of 6 snowflakes and each snowflake is 434 pixels
long, this value represents εo. The calculated value is 375, which is a conservative
estimate of the true εo. From the comparison between black and grey (green online)
symbols in figure 9 it becomes clear that an arbitrary choice of the caliper set can
falsify the correct values of εo and D2.

Without applying the correction, by analysing the grey (green online) symbols in
figure 9, the extraction of the outer cutoff is highly inaccurate if not impossible;
consequently, the extraction of the fractal dimension is compromised. In this case,
the estimated fractal dimension (using least-square linear fit) is 1.0065 when no outer
cutoff is considered, and it assumes a value of 1.24 when using the outer cutoff
computed with the above-described improved methodology (in normal cases, εo would
remain unknown).

The application of the SC methodology corrected for the large-scales error is
shown for a flame front (H2–CO/50–50, P = 0.10 MPa, To = 623 K, Uo = 40 m s−1,
Φ = 0.44, flame no. 10 in table 1) in figure 10. This figure is constructed in the same
fashion as figure 9. The comparison of the two diagrams in figures 9 and 10 reveals
that the considerations discussed before for the von Koch curve are also valid for the
actual flame fronts.

To overcome the large-scale error, Chen & Mansour (1999) proposed to estimate
the remaining part of the curve (i.e. ri–rr

i in figure 8b) by measuring it with a caliper
of 1 pixel size and then rescale the result to the actual caliper size by invoking
self-similarity. However, corrections based on self-similarity are not warranted when
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FIGURE 11. Small-scale error analyzed for a straight line either horizontal (no) or at an angle
of 45◦ (n45).

the remaining length is shorter than the inner cutoff scale. In the present work we
did not use this correction mainly because, by relying on measurements at very small
scales, a digitalization error may also appear; this is termed ‘small-scale error’ and is
discussed at the end of this section.

For the particular case of inner cutoffs of the order of 5–6 pixels, as in the example
of figure 9 (series of 6 von Koch curves), the correction of Chen & Mansour (1999)
yielded a fractal dimension of 1.2532 (underestimating the correct value by ∼1 %).
The comparison of our methodology with that of Chen & Mansour (1999) indicates
that both procedures are able to recover the correct fractal dimension of calibration
curves. Moreover, when applied to flame fronts (such as that in figure 10, whereby
the inner cutoff is again ∼5 pixels long) it can be shown that the resulting differences
between the two methods are again very small (∼1 %). The main distinction in the two
procedures is the spread of the counts n (from the fitted straight line slope) in the n–r
diagram, which is significantly smaller in our case, as depicted in figure 10 and when
compared with the diagrams in Chen & Mansour (1999). For example, the standard
deviation for n is on average 0.2 for our methodology and 1.4 for the methodology of
Chen & Mansour (1999), for both calibration curves and flame fronts. This behaviour
may also affect the correct evaluation of the fractal dimension if a smaller range of
calipers ri is used for this purpose.

The SC method is also affected by an error at small scales, which is especially
significant for the calculation of the inner cutoff scales. To discuss this error, it is
useful to first analyse a straight-line segment (D2 = 1). In figure 11 the filled symbols
(no versus r) correspond to the segment oriented horizontally and the open symbols
(n45 versus r) feature the same segment inclined at 45◦. In the latter case, data
corresponding to the smallest calipers (r = 1–10) show a large scatter. This scatter
is indicative of the error committed when assigning the value of 1 to the distance
between 2 pixels regardless of how these 2 pixels are connected to each other.
The maximum error is 20.5 − 1, as shown in the inset (where the three drawn
squares are representative of three adjacent pixels) and has a non-negligible impact
for r < 10 pixels. Therefore, when extracting inner cutoff scales either this error has
to be corrected for, or the inner cutoff scale needs to be at least 10 pixels large. The
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No. Curve Dex
2 D2 Dex

2,r>εo D2,r>εo

1 Snowflake von Koch (five
iterations)

log(4)/ log(3)= 1.2619 1.2595 1 1.0044

2 Snowflake von Koch
(eight iterations)

log(4)/ log(3)= 1.2619 1.2633 1 1.0043

3 Quadratic von Koch curve log(8)/ log(4)= 1.5000 1.5003

TABLE 2. Validation of the fractal analysis routine.

scatter below 10 pixels is also one of the reasons why corrections according to Chen &
Mansour (1999) were not applied.

It is clarified that the aim of this work is not to extract inner cutoff scales (which
are after all not readily resolvable with the 0.1 mm laser sheet thickness), but rather to
give a full description of the potential inaccuracies of the SC methodology.

3.2.3. Validation
The routine with correction for the large-scale error was validated against the

three curves listed in table 2. Therein, the exact fractal dimension, Dex
2 , and the

calculated one, D2, are listed for every analysed curve. Moreover, when possible,
D2,r>εo (for scales which are bigger than the outer cutoff) has been extracted and
compared with the exact slope of −1 (D2 = 1), to further demonstrate the precision of
the methodology. Test cases no. 1 and no. 2 are representative of two von Koch
snowflake curves with two different levels of construction iterations, while case
no. 3 is representative of a quadratic von Koch curve. Comparison of the results
shows very good agreement. The validation of the routine against different curves is
mandatory, since we have experienced that it may be possible to tune a not-so-precise
methodology on a single calibration curve and recover the exact result. The validation
against different curves rules out the possibility of ‘tuning mistakes’ and ensures the
best achievable result in practical curves such as flame fronts.

Validation of the method on flame front curves is not possible, since no theoretical
solution for the fractal parameters is available. However, an indication of the accuracy
can be obtained by extracting D2,r>εo. This value should be 1 if the flame front does
not have a fractal nature for this scale range. The typical result provided by our
routine is 1.0139 ± 0.0080 over 400 instantaneous flame front samples, corresponding
to the particular case in figure 10 (flame no. 10 in table 1).

4. Results
4.1. Global consumption speeds and flame surface densities

A comparison of normalized global consumption turbulent flame speeds with literature
correlations is shown in figure 12 for various fuel mixtures and pressures. In the
measurements, normalization is carried out with respect to the unstretched laminar
flame speed SL,o. For the diffusionally neutral CH4 fuel, the formula from Yakhot
(1988) provides the best agreement with the measurements. For the various syngas
fuels, the provided correlations encompass most of the data. It will be shown in § 4.6
that the observed scatter of the syngas measurements is largely due to normalization of
the turbulent flame speed with the unstrained laminar flame speed.

Finally, flame surface densities (FSDs) have also been calculated. Even though
the present flame analysis is based on concepts other than FSD, the FSD data are
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FIGURE 12. Normalized turbulent flame speed data and comparison with literature
correlations from Schelkin (1943), Yakhot (1988) and Bradley (1992). Colour coding of
symbols according to composition, as in table 1.

1

3

4

2

1

3

4

2

0

–36

36
1.5

0
1 432

1.5

1.0

0.5

8 16 204 12

1.5

1.0

0.5

8 16 204 12

y (mm)
2525

y (mm)

y 
(m

m
)

1 432

1.0

02.0

0 0

(a) (b)

FIGURE 13. FSD two-dimensional maps for (a) flame no. 16 and (b) flame no. 6 in table 1.
Transverse (y) plots over half the flame domain are also shown for each case at four selected
axial positions x= 9, 22, 34 and 47 mm, marked (1)–(4).

of interest in premixed turbulent combustion modelling (such as the DNS study of
Chakraborty & Cant (2011), which assessed the impact of Lewis number on the
FSD transport). FSD results are plotted in figure 13 for two cases in table 1. The
two-dimensional shapes and the range of values for FSDs are similar to those reported
by Ichikawa et al. (2011).

4.2. Fractal parameters
The procedure followed for extracting fractal parameters is described next. Concerning
the inner cutoff, initially the Gibson (=LT [SL,o/u′]3) and Kolmogorov scales were
calculated. The Gibson scales, apart from a few cases at atmospheric pressure, resulted
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100

2.0

0.5
10–1 101

FIGURE 14. Sensitivity analysis: effect of the inner cutoff εi on ST/SL,k (for a given change
of εi by a factor of Aε, the resulting factor As for ST/SL,k is plotted).

in values always smaller than the Kolmogorov scales (η) and were thus not considered.
In this work we presumed that the inner cutoff scale was an order of magnitude
larger than η, εi = 10η. An order of magnitude difference between η and εi has also
been reported in a number of studies (Takeno et al. 1990; Gulder & Smallwood
1995; Kobayashi & Kawazoe 2000). It was therein suggested that inner cutoff scales
are generally an order of magnitude larger than the Kolmogorov scales and of the
same order of magnitude as the Taylor scales and the laminar flame thicknesses. This
choice corresponds to εi/δL = 10Ka−2 (using the η = Re−3/4

T LT relation for isotropic
turbulence, ν = SL,oδL, Ka= (u′/SL,o)

−3/4
(LT/δL)

1/4), which closely matches the best fit
of the experimental data reviewed by Gulder & Smallwood (1995).

To assess the quality of the results derived with the aforementioned assumption on
εi, a sensitivity analysis has been carried out in figure 14, showing the change in
ST/SL,k with εo. This is illustrated in terms of the multiplicative factors As and Aε
defined according to the expression in the figure inset. The analysis was performed
by considering D2 = 1.27 and εo = 10.3 mm (average values over the full set of
experiments presented in the paper). The plot in figure 14 indicates that a modest
variation of the inner cutoff scale around its nominal value εi = 10η, produces a
considerably smaller change in ST/SL,k: for example, for a factor of two error in
ST/SL,k the inner cutoff scale has to be off by more than one order of magnitude, while
for ±10 % error in ST/SL,k the change in εi must be −30 and +50 %, respectively.

Outer cutoff scales are extracted from the ri · ni versus ri plots for every single-shot
flame image, according to the von Koch snowflake procedure shown in figure 9. In
figure 15, the measured integral length scales LT (Daniele et al. 2011), Kolmogorov
scales η (derived as LT · Re−3/4

L ) laminar flame thicknesses (calculated from one-
dimensional freely propagating flame computations using GRI-3.0 (Smith et al. 2000))
and the thermal thickness definition according to Poinsot & Veynante (2005) and outer
cutoff scales εo are reported for a constant pressure of 0.25 MPa and for the different
investigated fuels. The εo/LT ratio is about two for high u′/SL,o (>10) and becomes
larger at smaller u′/SL,o.

The values of η in figure 15 (shown instead of the inner cutoff) suggest that
εi = 10η is of the same order of magnitude as the laminar flame thickness (and the
not-shown Taylor scale).

The fractal dimension D2 has been extracted for every measured condition from the
slope in the ni versus ri plot, for the 400 single-shot realizations (as depicted for one
sample in figure 10) and then averaged over the 400 samples. Fractal dimensions for
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101
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10–2
5 10 150 20

FIGURE 15. Variation of η, δL,LT and εo versus u′/SL,o (P= 0.25 MPa). Colour-coding of
symbols according to composition, as in table 1.
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D2

FIGURE 16. Fractal dimension as a function of u′/SL,o. Colour-coding of symbols according
to composition, as in table 1.

all measured flames are reported in figure 16, highlighting that D2 increases initially
with rising u′/SL,o and then levels off. The results corroborate other measurements
performed mainly on hydrocarbons (Mantzaras et al. 1989; North & Santavicca 1990;
Takeno et al. 1990; Gulder et al. 2000; Kobayashi & Kawazoe 2000). The hydrogen
flames are apparently characterized by lower values of D2; however, this result does
not imply a lower degree of corrugation for these flames. It is in fact inappropriate to
compare different fuels in this diagram, as the laminar flame speeds of the different
generated flames can be very different from the unstretched SL,o, depending on the
specific fuel compositions. This topic will be fully addressed in the following §§ 4.3
and 4.4.

Figure 17 presents the statistics of D2 and εo for a single flame obtained with 400
single-shot realizations (H2–CO/50–50, P = 0.10 MPa, To = 623 K,Uo = 40 m s−1,
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FIGURE 17. Histograms of D2 and εo (H2–CO/50–50, P = 0.10 MPa, To = 623 K, Uo =
40 m s−1, Φ = 0.41, representing statistics of flame no. 9 in table 1).

Φ = 0.41, flame no. 9 in table 1). The histograms in figure 17(a) provide the
distributions of D2 as extracted with the SC and BC methods; a Gaussian narrow-
banded distribution is evident for the SC analysis, while the BC method exhibits a
higher standard deviation. The inaccuracy of the BC method coupled with the intrinsic
small variation of the fractal parameters makes the choice of SC imperative for the
evaluation of turbulent flame speed data.

The standard deviation of the SC method need not be interpreted as an experimental
uncertainty, but it is representative of the shot-to-shot variation characteristics of the
different flame realizations.

4.3. Comparison of global consumption and mean fractal-deduced consumption

Normalized turbulent flame speed data obtained from (3.2) as described in Daniele
et al. (2009, 2011) along with ST/SL,o and ST/SL,k extracted from (3.3) and (3.4), are
compared in this section. SL,k is to be understood as the average propagation velocity
of all the flamelets constituting the flame front. Differences between ST/SL,k and
ST/SL,o reflect differences between SL,k and SL,o, which are a measure of the interaction
between stretch and PDT effects, as also discussed in Lipatnikov & Chomiak (2010).

Before comparing data derived with the two analyses ((3.2) versus (3.3) and (3.4)),
it is important to clarify the significance of the two obtained results and their
differences. For a given operating condition, the instantaneous flame front moves
chaotically within the brush thickness and assumes different flame speeds associated
with its position and the resulting flame front area. A progress variable c, defined
within the flame brush thickness, describes the distribution of such flame positions.
Daniele et al. (2011) presented only ST data associated with 〈c〉 = 0.05 (S0.05

T ). The
speed S0.05

T represents a consumption speed higher than the corresponding values for
95 % of the flame fronts in the brush thickness and smaller than the corresponding
value of the remaining 5 % flame fronts.

When applying the fractal analysis in (3.4) to close (3.3), fractal parameters were
extracted for 400 flame fronts representative of the full range of the flame brush.
Therefore, for every operating condition, only the highest values of the ST/SL,k

distribution (derived via (3.3) and (3.4)) could effectively compare with S0.05
T derived
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FIGURE 18. Comparison of results obtained with (3.2)–(3.4) for CH4. Mean values of
the ST/SL,k distributions are (a) 3.09 and (b) 3.04. Here P = 0.25 MPa, To = 623 K,
Uo = 40 m s−1, Φ = 0.71 (a) and Φ = 0.62 (b), flames no. 1 and no. 2 in table 1.

from (3.2). Consequently, the mean value of ST/SL,k better compares with ST derived
on the 〈c〉 = 0.50 progress variable (S0.50

T ).
Comparison of two CH4 flames (P = 0.25 MPa, To = 623 K, Uo = 40 m s−1,

Φ = 0.62 and 0.71, flames no. 1 and no. 2 in table 1) is shown in figure 18
where the fractal-analysis-derived ST/SL,k distribution is plotted together with three
values of ST/SL,o associated with three progress variables 〈c〉 = 0.05, 0.50 and 0.95,
S0.05

T /SL,o, S0.50
T /SL,o and S0.95

T /SL,o, respectively. The comparisons show very good
agreement: differences between S0.50

T /SL,o and the mean values of the fractal-derived
distributions of ST/SL,k are at most 10 % and are indicative of the small stretch effects
on the laminar burning rate of methane fuels. These effects, for all stoichiometries of
methane fuels investigated in the present work, turn out to be weak, as also reported in
the methane studies of Renou & Boukhalfa (2001) and Chen (2011).

To simplify notation, the superscript 0.50 is dropped from S0.50
T /SL,o, and ST/SL,k will

henceforth denote the mean value of the fractal-based measured distribution. In the
following, only the last two quantities will be compared. It is worth mentioning that
〈c〉 = 0.50 was also used by Venkateswaran et al. (2011) to define the average flame
area in recent atmospheric-pressure syngas and methane Bunsen flame experiments;
this choice was again dictated by the need to compare turbulent consumption
speeds with turbulent flame speed data obtained by other methodologies based on
an equivalent 〈c〉 = 0.50 definition, such as the mean flame angle method (Kobayashi
et al. 1996).

To give a general overview, comparison of the results from the two analyses (global
consumption and mean consumption) is now presented in terms of mean values of
ST/SL,k against ST/SL,o in figure 19. Methane data points nearly lie on a line with
unity slope (dashed line in figure 19), as anticipated from the result in figure 18.
H2-containing fuels are characterized by a higher SL,k than SL,o and therefore smaller
ST/SL,k compared with ST/SL,o. The last result quantitatively confirms the importance
of the combination of stretch effects with PDT in enhancing the flamelet consumption
speed (SL,k) for H2-containing fuels; this enhancement is especially important at high
pressures (see figure 19).
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FIGURE 19. General comparison of results obtained with (3.2) (ST/SL,o) and (3.3)–(3.4)
(ST/SL,k). Colour-coding of symbols according to composition, as in table 1.

The flame characteristics have been assessed by two-dimensional laser cuts.
Nonetheless, (Chakraborty et al. 2011) reported that, despite growing deviations
between the two-dimensional and three-dimensional probability density function
(p.d.f.) shapes of the displacement speed with increasing u′, the corresponding mean
values changed only modestly.

4.4. Mean flamelets speed
The mean flamelets speed or stretched laminar flame speed SL,k can be derived as
follows:

SL,k = (ST)

(ST/SL,k)
, (4.1)

where ST in the numerator is derived from (3.2) at 〈c〉 = 0.50 and ST/SL,k in the
denominator is derived from (3.3) and (3.4). It is noted that SL,k has been extracted in
this way for the first time.

In figures 20 and 21 stretched flamelet speeds normalized by the unstretched laminar
speed, SL,k/SL,o, are presented versus the dimensional stretch κ/SL,o, highlighting the
effects of pressure and hydrogen content. This representation has the advantage of
furnishing directly the Markstein length lM, which corresponds to the growth rates
(slope of the lines) in the provided diagrams according to the linear theory by Clavin
(1985):

SL,k = SL,o − lM · κ, (4.2)

where lM is the Markstein length.
The normalized stretch κ , induced by the turbulence field, can be estimated as

follows:

κ = u′

λ
, (4.3)

with the Taylor scale, λ, derived using isotropic turbulence relations (Pope 2001).
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FIGURE 20. Effect of stretch on flamelets speed for a fuel mixture with H2–CO/50–50. The
inset provides the data subset for which u′/SL,k < 2.15.
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FIGURE 21. Effect of stretch on flamelets speed for fixed pressure (P= 0.25 MPa).
Colour-coding of symbols according to composition, as in table 1.

In figure 20, the effect of pressure on SL,k/SL,o is depicted for a constant mixture
composition (H2–CO/50–50), while in figure 21 the effect of fuel composition is
highlighted for a constant pressure of 0.25 MPa. The curves in these diagrams show an
initial linear growth, extrapolated to SL,k/SL,o = 1 for κ/SL,o = 0. This is in agreement
with the linear theory (Clavin 1985) reported in (4.2). This behaviour has already been
described in various studies by using the Ka number, stretch and normalized stretch
(for example in Renou & Boukhalfa (2001), Bradley et al. (2007) and Weiss et al.
(2008)) with the difference that most of the literature studies were based on expanding
flames where stretch was defined according to the radius of the spherical flame.

With increasing κ/SL,o, the curves exhibit a bending behaviour. Bending occurs at
high values of u′/SL,k, while a linear behaviour can be seen in the inset of figure 20
for selected data satisfying u′/SL,k < 2.15. The bending effect is a function of the
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parameter selected to evaluate the stretch, which here is u′/λ. In fact, the normalized
turbulence intensity can be understood as follows:

u′

SL,k
= u′

λ
·
λ

SL,k
= κ · τc,λ, (4.4)

suggesting that the aforementioned bending is a result of competition between two
time scales:

(a) the inverse of κ = u′/λ which is proportional to the turnover time of the smallest
eddies interacting with the flame front (since λ, δL and εi are of the same order of
magnitude);

(b) τc,λ = λ/SL,k, which is the propagation time of the flamelets at the smallest scale of
wrinkling (again because λ, δL and εi have the same order of magnitude).

The parameter u′/λ is representative of the stretch rate only if the flame front
can fully interact with the turbulent eddies and can adapt its shape accordingly. This
is apparently the case for low values of u′/SL,k. When this parameter exceeds a
certain threshold value, the flame front cannot follow such eddies because of its
long characteristic time τc,λ. Therefore, the effective stretch induced by u′/λ which is
experienced by the flame front is reduced. Consequently, PDT effects couple with a
smaller effective stretch rate yielding lower values for SL,k/SL,o at high u′/SL,k.

In figure 21, CH4 data points are characterized by SL,k/SL,o ≈ 1 while H2–N2 data
exhibit the highest values. The H2–CO mixtures at three different compositions show a
similar trend, revealing a quasi-independence of PDT characteristics on the specific H2

to CO ratio. It has to be underlined that the H2–N2 mixture has a considerably higher
lM when compared with the examined syngas mixtures, which have a highest H2

volumetric content of 67 %. This demonstrates the important role of CO in inhibiting
the PDT characteristics of the fuel mixture.

Markstein lengths, lM, extracted from the fitted lines in figure 20 are plotted in
figure 22 and illustrate the pressure dependence of this parameter. These lengths
represent an average of the values derived from (4.2) (when applied to the interpolated
points shown in the inset of figure 20). In the same diagram, the laminar flame
thicknesses δL and Ma numbers (Ma= lM/δL) for two stoichiometries of 0.42 and 0.45
are also reported. The Markstein length lM grows with pressure but the decay of the
laminar flame thickness δL has a higher absolute pressure exponent. The combined
effect leads to average Ma numbers exhibiting a linear dependence on P with negative
slope. The negative growth of Ma with pressure demonstrates the increased coupling
between DL and PDT instabilities at elevated pressures.

The drop of the Markstein number with rising pressure in figure 22 has also been
shown theoretically in Creta & Matalon (2011); moreover, this drop is consistent
with ST correlations having power-law pressure dependencies with positive exponents
Kobayashi et al. (2005) and Daniele et al. (2011). Average Markstein numbers derived
using (4.2) are presented in figure 23 for different fuel mixtures and for a constant
pressure of 0.25 MPa. Markstein numbers are nearly zero for CH4, as also found
in Chen (2011), Renou & Boukhalfa (2001) and Weiss et al. (2008), and assume
small negative values for CH4 + syngas mixtures. The very good agreement with the
extensive methane literature regarding the nearly zero Markstein number of this fuel
attests the aptness of our applied methodology. Pure syngas mixtures and H2 (with N2

dilution) are characterized by strongly negative values. The higher the H2 content, the
lower Ma is. The negative growth of Ma shown in figure 23 has already been observed
by other authors (Renou & Boukhalfa 2001; Lamoureux et al. 2003; Bradley et al.
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FIGURE 22. Pressure effect on average Markstein numbers (Ma) and lengths (lM)
(H2–CO/50–50).
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FIGURE 23. Equivalence ratio and fuel effect on average Markstein number Ma
(P= 0.25 MPa).

2007; Weiss et al. 2008; Chen 2011) within the range of Φ which is presented here
but only for pure H2 flames. The negative growth implies an increasing coupling of
PDT and stretch effects.

The data in figures 22 and 23 on Markstein lengths and numbers for syngas
mixtures are reported for the first time in the literature. Comparisons of Ma and lM

with literature values for pure hydrogen is outside of the scope of this work, as these
parameters depend on many arbitrary choices like definition of unburned and burned
Ma numbers and lM, and definitions of Ka, laminar flame thickness, stretch rate, Taylor
scales, etc. All of these choices make it difficult if not impossible to recalculate Ma
numbers and lM proposed by other authors for comparison with our results. However,
the behaviour shown in figures 22 and 23 provides a clear quantitative picture of the
importance of the coupling between stretch effects and PDT for different fuels.
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FIGURE 24. Dependence of fractal dimension D2 on u′/SL,k. Colour-coding of symbols
according to composition, as in table 1.

The trend of decreasing (negatively) Markstein numbers with increasing equivalence
ratio in figure 23 is finally consistent with laminar stretched flame investigations.
Aung, Hassan & Faeth (1997) and Bradley et al. (2007) have reported decreasing
(negatively) Ma for lean H2/air flames with ϕ 6 0.50; however, for ϕ > 0.60 both
aforementioned works find that Ma increases with rising ϕ .

4.5. Flame front/eddies interaction
To fully address the propagation of a flame front in a turbulent field, besides
understanding the flamelets velocity SL,k, knowledge of the interaction between eddies
and flame front is of fundamental importance. This interaction determines the turbulent
flame speed and has been addressed in our earlier work for syngas fuels and methane
(Daniele et al. 2011). Therein, we proposed that this interaction reflects the fact that
a given flame front can couple with eddies having a comparable temporal activity to
that of the flame front itself. In order to give an analytic representation, two time
scales were defined: the turnover time of the eddies of the integral scale (τf = LT/u′)
and the time response of the flame front, defined as the flame brush thickness over
turbulent flame speed (τc = fBT/ST). We demonstrated that when these two scales
differ by an order of magnitude (τc ≈ 10τf ) the flame front/turbulent eddies interaction
becomes weak. For these conditions, turbulent eddies corrugate the flame front to a
partial extent only and data points exhibit the classical bending characteristic (ST/SL

versus u′/SL). The same information can be derived from the fractal dimension in
figure 24, plotted versus u′/SL,k. The criterion τc = 10τf partitions the data points
into two different sets: the first set characterized by a nearly linear increase of D2

(open symbols) and a second set of data for which D2 flattens out and remains fairly
constant (filled symbols). The plateau value D2 ≈ 1.3 in figure 24 is consistent with
earlier experiments (Mantzaras et al. 1989; North & Santavicca 1990) and is close
to the value of 1.23 obtained theoretically by Creta, Fogla & Matalon (2011). It
is thus demonstrated again, with direct measurements of the flame front corrugation
that, when the eddy temporal activity exceeds the time response of the flame, an
increase in turbulence intensity is not followed by a proportional increase in flame
front corrugation and thus data points show the classical bending behaviour. It is also
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FIGURE 25. Dependence of fractal dimension D2 on LT/δL. Colour-coding of symbols
according to composition, as in table 1.

noted that while past studies have used spectral considerations to expose the effect
of various time scales on the resulting flame corrugations (Sivashinsky 1988; Poinsot,
Veynante & Candel 1991; Mantzaras 1992) none has reported a partitioning criterion
similar to that presented above.

Figure 24 also highlights that D2 is nearly fuel-independent. Thus, the PDT effects
acting for H2 fuels are not as effective in producing additional flame front area via an
enhanced corrugation, at least for the values of u′/SL,k investigated in this work.

Figure 25 provides the dependence of D2 on LT/δL for a narrow range of normalized
turbulence intensity. D2 increases with increasing LT/δL in a linear fashion. This effect
is mostly attributed to the decrease in δL, as this parameter varies stronger than LT

for the present experiments. The behaviour in figure 25 is a direct consequence of the
DL instability, which is more effective in corrugating the thinner higher-pressure flame
fronts (Sivashinsky 1983; Law et al. 2005).

Summarizing, the fractal dimension D2 is also a measure of the capacity of a given
turbulent flow field to interact with a flame front, which is maximized by increasing
LT/δL and u′/SL,k. This interaction is nonetheless limited by temporal coupling effects,
which can be described with the characteristic times of the turbulent eddies and the
flame front. The described dependencies have a nearly fuel-independent character.

4.6. ST/SL: pressure and fuel effect
Normalized turbulent flame speed data derived with the fractal analysis (equations
(3.3) and (3.4)) are presented in figure 26 versus u′/SL,k for three different pressures
and for all investigated fuels.

The figure reveals the effect of pressure in enhancing the normalized burning rate,
which is usually attributed to DL instabilities. This effect was already discussed
by Daniele et al. (2011), where ST data were normalized with SL,o, since SL,k was
unavailable. However, in the work of Daniele et al. (2011) different fuels could not be
grouped together in the simple ST/SL,o versus u′/SL,o diagram. With the introduction
of SL,k, data at the same pressure can be fitted on a single curve despite the different
fuel compositions. This is an important result of this investigation, suggesting that,
for the levels of u′/SL examined here, preferential diffusion of H2 does not trigger an
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FIGURE 26. Normalized ST versus normalized u′. Colour-coding of symbols according to
composition, as in table 1.

enhanced flame front corrugation and thus does not contribute to a substantial growth
in the flame front surface but acts predominantly on the flamelets propagation velocity
SL,k. The effect of pressure shown in figure 26, predominantly contains DL effects, as
the PDT effects are taken into account by the normalization with SL,k.

5. Conclusions
Turbulent flame speeds (ST) and stretched laminar flame speeds, SL,k, have been

measured in recirculation-stabilized axisymmetric flames at pressures up to 1.25 MPa,
preheat temperatures of 623 K and ratios of turbulence intensities to unstrained
laminar flame speeds, u′/SL,o, up to 30. Investigated fuels included pure methane,
syngas (H2–CO2 blends with molar ratios ranging from 33/67 to 67/33), mixtures of
methane and syngas, and finally pure hydrogen. Measurements involved PLIF of the
OH radical for assessing the flame front corrugation and PIV for characterizing the
turbulent flow field. Flame images were simultaneously acquired at both low and high
resolutions so as to investigate flame propagation characteristics at the large and small
scales, respectively. Key conclusions of this study are as follows.

(a) Two different analysis techniques, a global one based on mass continuity and an
average one based on fractal analysis, have been successfully employed for the first
time to deduce absolute values of turbulent flame speeds and normalized turbulent
flame speeds (ST/SL,k), respectively, for various syngas mixtures of interest to
gas-turbine combustion technologies.

(b) For the flame front fractal analysis, a new algorithm has been proposed on the SC
approach that largely removes inherent limitations of the method and minimizes
the resulting standard deviations. Analyses in known fractal calibration curves have
shown that fractal dimensions and outer cutoffs can be determined accurately.

(c) The impact of hydrodynamic (DL) and preferential thermal diffusion (PDT)
effects on the flame propagation characteristics has been investigated. Hydrogen-
containing fuels are characterized by SL,k larger than SL,o, indicating the importance
of the combination of stretch with PDT effects in enhancing the average flamelet
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consumption speed. Moreover, this enhancement is accentuated at higher pressures,
suggesting increased coupling of PDT with DL effects.

(d) Within the range of examined H2 content in the syngas (from 33 to 67 % by
volume), the impact of hydrogen addition in CO did not result in markedly
different response for the SL,k/SL,o ratios. This result suggested that the presence of
CO moderated the PDT effects of hydrogen.

(e) Average Markstein numbers (Ma) and lengths have been deduced for the examined
reactive mixtures. While Ma numbers for pure CH4 fuels were practically zero, in
agreement with literature data, Ma numbers for H2-containing fuels increased (in
absolute value) with increasing H2 content. Moreover, the growth of the absolute
value of Ma numbers with rising pressure demonstrated an increasing coupling of
the DL and PDT instabilities.

(f ) Normalized ST/SL,k versus u′/SL,k plots, as well as the fractal dimension D2

versus u′/SL,k plots were largely independent of fuel composition (and thus
hydrogen content) indicating that PDT effects acted primarily on enhancing the
average stretched flame propagation speed SL,k rather than on increasing the flame
corrugation and thus the flame area.

(g) All examined cases were in the thin reaction zones regime. The laminar flame
thicknesses, Taylor scales and inner cutoffs were of roughly the same magnitude.
Based on the size proximity of these scales, the bending of the ST/SL,k versus
u′/SL,k plots and of the D2 versus u′/SL,k plots with increasing u′/SL,k could be
explained using a temporal scale analysis, by comparing turnover turbulent eddy
times with flame transit times.

Nomenclature

Ao,Ain,j,Aav Inlet, instantaneous, and average flame areas (m2), figure 6
c Progress variable (−)
D2 Fractal dimension (−), (3.4)
Da Damköhler number (−), figure 5
fBT Turbulent flame brush thickness (m), table 1
Ka Karlovitz number (−)
LT Integral length scale (m)
lM Markstein length (m), (4.2)
Le∗ Effective Lewis number of mixture, table 1
Ma Average Markstein number (−), lM/δL

P Pressure (Pa)
ReT Turbulence Reynolds number (−), u′LT/ν

SL,o Unstretched laminar flame speed (m s−1)
SL,k Average stretched laminar flame speed (m s−1)
ST Turbulent flame speed (m s−1)
S0.50

T Turbulent flame speed at the 〈c〉 = 0.50 isosurface (m s−1)
To Preheat temperature (K)
Uo Inlet velocity (m s−1)
u′ Turbulence intensity (m s−1)
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Greek letters

δL Thickness of unstretched laminar flame (m)
εi, εo Inner and outer cutoff scales (m), (3.4)
η Kolmogorov scale of turbulence (m)
κ Stretch rate (s−1)

λ Taylor length scale (m)
ν Molecular kinematic viscosity (m2 s−1)
Φ Fuel-to-air equivalence ratio (−)
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