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Abstract

This paper proposes a capital accumulation model with a random stopping time corresponding to the occurrence of an environmental catastrophe. Depending on the preventive capital stock accumulated at the time of the catastrophe, the damage cost associated with the catastrophe varies. The long term behavior of the optimal accumulation path is analyzed using turnpike theory. The case where the catastrophe process is uncontrolled is distinguished from the case where there is an anthropogenic effect on the probability of an occurrence. Intergenerational equity issues are discussed. Numerical experiments with an adaptation of the integrated assessment model DICE94 are proposed to explore the model responses.
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1 Introduction

An eventual climate change may trigger in a possibly distant future large scale catastrophic events like a 5-6 metres sea level rise, due to a collapse of the West-Antarctic Ice Sheet. The aim of this paper is to explore the relevance to the analysis of economic decisions in this context of an economic growth model with random stopping time, representing the occurrence of a catastrophic events. The economic growth model is akin to Ramsey’s [21] capital accumulation model as revisited by Arrow and Kurz [1], Cass, Shell [4]-[5] and many others. The new feature is the inclusion of a random stopping time at which a significant catastrophic event occurs. The model takes then the form of a control problem with a random stopping time as treated in [2]. One also assumes that the economic good can be invested in two different physical capital stocks, one being the general productive physical capital and the other being an equipment that will alleviate the consequences (social cost) of the catastrophe when it occurs. We develop two variants of the economic growth model in the presence of catastrophic events that cover the cases where (i) the stopping time of catastrophe occurrence is uncontrolled, (ii) the stopping time probability measure is influenced by the economic activity, respectively. Assuming that the concentration of GHGs\textsuperscript{2} in the atmosphere has an influence on the catastrophe risk one can view the problem as an instance of the derivation of a climate impact response function [23]. All these models draw from the theory of asymptotic control exposed in [3] and exploit the relevance of infinite horizon control models to the study of sustainable development [10].

An interesting feature of these models is the very long time horizon allied with a low intensity of the catastrophe jump process. We shall discuss the way intertemporal equity can be represented in this class of models and how this influences the long term economic behavior which is represented by “turnpikes”, which are attractors of the trajectories. The turnpike property for piecewise deterministic systems has been first studied in [8] and extended in [13] in the context of manufacturing systems. Another feature of this class of models is that a numerical analysis is essential for exploring the possible outcomes, in contrast with classical economic growth theory which may rely essentially on analytic results and
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\textsuperscript{2} Greenhouse gases.
their interpretation. We thus develop in detail the implementation of numerical methods for this stochastic control problem as an example of a computational economics approach.

The paper is organized as follows: in section 2 we consider the case of an economy facing a stochastic catastrophic event and which can invest in protective equipment or facilities; we distinguish the two sub-classes corresponding to the uncontrolled catastrophe process (similar to a meteoric collision or a big earthquake) and to the anthropogenically influenced catastrophe process (typically the threshold events triggered by climate warming), respectively; in both cases we provide the necessary optimality conditions and we characterize the possible turnpikes. We also discuss the intergenerational equity issue and the choice of an appropriate pure time preference rate in the welfare criterion (defined as the infinite horizon discounted sum of consumption utility). In section 3 we detail the method for computing numerical solutions of these models and we discuss the results obtained for both classes of models. In conclusion we envision some further developments of this avenue of research.

2 The model

In this section we propose two versions of an economic growth model with random catastrophic event. The first version deals with an uncontrolled catastrophe process whereas the second version includes an anthropogenic influence on the catastrophe elementary probability of occurrence.

2.1 The case of an uncontrolled catastrophe

Consider an economy characterized by a malleable good that is produced with labor $L$, supposed to be fixed, and a physical capital $K_1$, according to a production function $Y = f(K_1)$ where $Y$ is the output and $f(\cdot)$ is a concave function\(^3\) satisfying the classical Inada conditions, $i = 0, 1$ (see Ref. [1]). The index $i$ represents two different modes of the economy (before and after the catastrophe, respectively) that will be described shortly. There is a second physical capital stock, denoted $K_2$ whose role is to mitigate the consequences (damages) of a possible disaster, like the breaking of the antarctic ice shield and the possible sudden rise of the sea level, or the collision of the planet with a large asteroid\(^4\). The output $Y$ can be used for consumption $C$ or investment $I$.

\(^3\) For the sake of simplicity we have assumed a constant population and no exogenous technological progress.

\(^4\) The asteroid collision is certainly an uncontrolled event whereas the ice shield breaking is probably influenced by anthropogenic climate change which is therefore a controlled process. This case is considered later on in the paper.

2.1.1 Economic and catastrophe dynamics

The economy dynamics is characterized by the productive capital accumulation equation

$$\dot{K}_1(t) = I_1(t) - \delta_1 K_1(t)$$

where $\delta_1$ is the capital depreciation rate, and the preventive capital accumulation

$$\dot{K}_2(t) = I_2(t) - \delta_2 K_2(t)$$

with its own depreciation rate $\delta_2$. The state of the economy at time $t$ is described by the hybrid variable $s(t) = (K(t), \zeta(t))$ where $K(t) = (K_1(t), K_2(t))$ describes the accumulated stocks of both types of capital and $\zeta(t) \in \{0, 1\}$ is a discrete variable indicating the mode of the economy: $\zeta = 0$ is the current situation, whereas $\zeta = 1$ corresponds to the situation where a catastrophic event has occurred, like the breaking of the antarctic ice shield or the “nuclear winter” that would follow a collision with an asteroid. We assume that the occurrence of the catastrophe is well described as a Poisson process with intensity $\lambda$. That is equivalent to say that the process $\{\zeta(t) : t \geq 0\}$ is a Markov chain with constant transition rate

$$\lambda = \lim_{dt \to 0} \frac{P[\zeta(t+dt) = 1|\zeta(t) = 0]}{dt}$$

and where we assume that the mode $\zeta = 1$ is a trapping state, which means that there is no possibility to return to mode $\zeta = 0$, i.e.

$$0 = \lim_{dt \to 0} \frac{P[\zeta(t+dt) = 0|\zeta(t) = 1]}{dt}.$$ 

Let $T$ denote the random (stopping) time at which the catastrophe occurs. We assume that there will be a large social cost, due to the loss of lives or morbidity increase, as well as a loss of productive capital. We assume that the stock $K_{3j}(T)$ of preventive capital available at the time of the catastrophe has an influence on the social cost, represented by the function $\Psi(K_2)$; the higher the capital stock the lower this cost. Another cost is introduced in the model; it is defined as an impulse change in the stock of productive capital $K_1(T)$. We denote by $\Phi(K_1(T^+), K_2(T^-))$ the magnitude of the capital loss\(^5\).

This loss depends on the size of the capital stock $K_1$ as the more capital intensive is the society the more exposed is this capital to a catastrophe impact. It also depends on the stock of preventive capital available which is assumed to provide a protection at the time of the impact.

\(^5\) $T^-$ and $T^+$ denote the time right before and right after the catastrophe occurrence, respectively.
We represent the impulse jump of $K_1$ at the catastrophe time as follows:

$$K_1(T^+) = K_1(T^-) - \Phi(K_1(T^-), K_2(T^-)).$$  \hspace{1cm} (5)

Notice that we do not represent the impact on $K_2$ because this capital will have no further use after the catastrophe.

2.1.2 Optimal capital accumulation path

The welfare function of the representative single agent is defined as

$$J = E \left[ \int_0^\infty e^{-\rho t} U(C(t)) \, dt - e^{-\rho T} \Psi(K_2(T)) \right]$$  \hspace{1cm} (6)

where $U(\cdot)$ is a non-decreasing concave utility function of consumption and $\rho$ is the pure time preference discount rate. The expression (6) is hiding the fact that there is a change in the dynamics accompanied by a state jump for $K_1(\cdot)$ that occur at the stopping time $T$. It is because this event is triggered by a stochastic process that we have used the expected value operator in (6). The welfare criterion can thus be rewritten as

$$J = E \left[ \int_0^T e^{-\rho t} U(C(t)) \, dt + e^{-\rho T} \int_T^\infty e^{-\rho(t-T)} U(C(t)) \, dt - \Psi(K_2(T)) \right].$$  \hspace{1cm} (7)

So we separate the whole time interval $[0, \infty)$ in two intervals, namely $\mathcal{I}_0 = [0, T)$ and $\mathcal{I}_1 = [T, \infty)$. On $\mathcal{I}_0$ the economy prepares for the catastrophe, whereas on $\mathcal{I}_1$ it recovers. Using a dynamic programming argument, we introduce a value function defined by the solution of the optimal economic growth problem on $\mathcal{I}_1$. Due to the stationarity of the economy description we may change the time set by translation and take $T = 0$ for that problem and write

$$V^1(K_1^1) = \max_0^\infty \left[ \int_0^\infty e^{-\rho t} U(C(t)) \, dt \right]$$  \hspace{1cm} (8)

s.t.

$$K_1^1(0^+) = K_1^1$$  \hspace{1cm} (9)

$$K_1^1(t) = I_1^1(t) - \delta_1 K_1^1(t)$$  \hspace{1cm} (10)

$$Y(t) = f^1(K_1^1(t))$$  \hspace{1cm} (11)

$$C(t) = Y(t) - I_1^1(t)$$  \hspace{1cm} (12)

The function $V^1(K_1^1)$ represents the welfare prospect of the economy right after the occurrence of the catastrophe when the productive capital left is $K_1^1$. Now, conditioning on the time $T$ of the catastrophe we can define the two-stage economic growth problem as follows

$$V^0(K_0) = \max_0^T \left[ \int_0^T e^{-\rho t} U(C(t)) \, dt + e^{-\rho T} \left( V^1(K_1^1(t)) - \Phi(K_1^1(t), K_2(t)) \right) - \Psi(K_2(T(t))) \right]$$  \hspace{1cm} (13)

s.t.

$$K_j(0) = K_j^0, \quad j = 1, 2$$  \hspace{1cm} (14)

$$K_j(t) = I_j(t) - \delta_j K_j(t), \quad j = 1, 2$$  \hspace{1cm} (15)

$$Y(t) = f^0(K_1(t))$$  \hspace{1cm} (16)

$$C(t) = Y(t) - I_1(t) - I_2(t)$$  \hspace{1cm} (17)

$$\lambda = \lim_{dt \to 0} \frac{P[T \in (t, t + dt) \mid T \geq t]}{dt}.$$  \hspace{1cm} (18)

It will be convenient to introduce the function

$$W(K) = V^1(K_1 - \Phi(K_1, K_2)) - \Psi(K_2)$$  \hspace{1cm} (19)

which represents the net welfare value of the economy right after the time of occurrence of the catastrophe. It is possible to rewrite the stochastic control problem defined in Eqs. (13)-(18) as a deterministic infinite horizon control problem (see, for example Chapter 10 in Ref. [17]). In this deterministic control problem the criterion is given by

$$\int_0^\infty e^{-(\rho + \lambda)t} \{ U(C(t)) + \lambda W(K_1(t), K_2(t)) \} \, dt.$$  \hspace{1cm} (20)

and the dynamic constraints are (14)-(17).

2.1.3 Interpretation of optimality conditions

The model developed above shows that the optimal allocation of resources to catastrophe risk prevention can be reduced to an optimal economic growth problem with welfare depending explicitly on the capital stocks. Indeed the representative agent “consumes” the protection offered by the stock of capital $K_2(t)$ or the exposure due to the stock of capital $K_1(t)$. This is more apparent when we write the optimality conditions given by the maximum principle.

The optimal control problem to solve is

$$V^0(K_0) = \max_0^\infty \int_0^{\infty} e^{-(\rho + \lambda)t} \{ U(C(t)) + \lambda W(K_1(t), K_2(t)) \} \, dt$$  \hspace{1cm} (20)
Recall that we have defined $\mu$ critical is the evolution of the marginal utility of capital and the marginal utility of consumption. Hence, what is $\mu$ so, as usual in these types of models the optimal path $\bar{p}$ while Conditions (27) yield

$$H(K, p, \mu, I, C) = U(C) + \lambda W(K_1, K_2) + \sum_{j=1,2} p_j(I_j - \delta_j K_j) + \mu f^0(K_1) - I_1 - I_2 - C$$

with $p_j(t) = e^{(\rho + \lambda)t}v_j(t)$, where $v_j(t)$ is the costate variable associated with the dynamics of $K_j$, $j = 1, 2$ (that are interpreted as marginal utilities of capital stocks) and $\mu$ is the Kuhn-Tucker multiplier associated with the constraint (23). Omitting, for the sake of concision, the time indexing and the function arguments the first order necessary conditions write as follows:

$$\dot{K}_j = \frac{\partial}{\partial p_j} H, \quad j = 1, 2$$

$$\dot{p}_j = -\frac{\partial}{\partial K_j} H + (\rho + \lambda)p_j, \quad j = 1, 2$$

$$0 = \frac{\partial}{\partial I_j} H, \quad j = 1, 2$$

$$0 = \frac{\partial}{\partial C} H.$$  

Let us focus on the decision (control) variables first. Condition (28) yields

$$U'(C) = \mu \quad (29)$$

while Conditions (27) yield

$$p_j = \mu, \quad j = 1, 2.$$  

So, as usual in these types of models the optimal path equalizes the marginal utilities of the two capital stocks and the marginal utility of consumption. Hence, what is critical is the evolution of the marginal utility of capital stocks. Detailing Eq. (26) for each type of capital stock we get

$$\dot{p}_1 = -\lambda \frac{\partial}{\partial K_1} W(K) - \mu f^0(K_1) + (\rho + \lambda + \delta_1)p_1$$

$$\dot{p}_2 = -\lambda \frac{\partial}{\partial K_2} W(K) + (\rho + \lambda + \delta_2)p_2.$$  

Recall that we have defined

$$W(K) = V^1(K_1 - \Phi(K)) - \Psi(K_2)$$

so the costate equations can be rewritten with more details

$$\dot{q}_1 = -\lambda V^1(K_1 - \Phi(K))(1 - \frac{\partial}{\partial K_1} \Phi(K))$$

$$-\mu f^0(K_1) + (\rho + \lambda + \delta_1)p_1,$$  

$$\dot{q}_2 = \lambda \left(V^1(K_1 - \Phi(K)) \frac{\partial}{\partial K_2} \Phi(K) + \Psi(K_2)\right)$$

$$+ (\rho + \lambda + \delta_2)p_2.$$  

We may expect the signs of marginal values indicated in Table 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Signs of marginals</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f^0(K_1)$</td>
<td>$&gt; 0$</td>
</tr>
<tr>
<td>$V^1(K_1 - \Phi(K))$</td>
<td>$&gt; 0$</td>
</tr>
<tr>
<td>$\frac{\partial}{\partial K_1} \Phi(K)$</td>
<td>$&gt; 0$</td>
</tr>
<tr>
<td>$\frac{\partial}{\partial K_2} \Phi(K)$</td>
<td>$&lt; 0$</td>
</tr>
<tr>
<td>$\Psi(K_2)$</td>
<td>$&lt; 0$.</td>
</tr>
</tbody>
</table>

2.1.4 Turnpike

The catastrophe occurrence is a low probability event. In practice the intensity $\lambda$ will be pretty small. Therefore the expected value of the stopping time $T$ is quite large and the economy will have, with high probability, enough time to reach a quasi steady state where the capital stocks are maintained constant over time. This is why it is interesting to look at the extremal steady state of this infinite horizon control system. Under relatively general conditions discussed in [3] one can expect this steady state, also called turnpike, to be an attractor for all optimal capital accumulation strategies. The extremal steady state is a stationary solution of the first order optimality conditions, i.e. a solution $(\bar{\mu}, \bar{C}, \bar{I}_1, \bar{I}_2, \bar{K}_1, \bar{K}_2, \bar{p}_1, \bar{p}_2)$ to the following system of algebraic equations:

$$0 \leq \mu \quad (35)$$

$$0 = \mu(f^0(K_1) - C - I_1 - I_2) \quad (36)$$

$$C = f^0(K_1) - I_1 - I_2 \quad (37)$$

$$\mu = p_j, \quad j = 1, 2 \quad (38)$$

$$\mu = U'(C) \quad (39)$$

$$0 = I_1 - \delta_1 K_1 \quad (40)$$

$$0 = I_2 - \delta_2 K_2 \quad (41)$$

$$0 = -\lambda V^1(K_1 - \Phi(K))(1 - \frac{\partial}{\partial K_1} \Phi(K))$$

$$-\mu f^0(K_1) + (\rho + \lambda + \delta_1)p_1,$$  

$$0 = \lambda \left(V^1(K_1 - \Phi(K)) \frac{\partial}{\partial K_2} \Phi(K) + \Psi(K_2)\right)$$

$$+ (\rho + \lambda + \delta_2)p_2.$$  

$^6$ We always assume that sufficient regularity conditions hold for the K-T multiplier to exist.
It has been shown [3] that this set of equations is also the first order optimality conditions of the implicit programming problem:

\[
\max \quad U(C) + \lambda W(K)
\]

s.t. \[
\begin{align*}
0 &= I_1 - \delta_1 K_1 - (\rho + \lambda)(K_1 - \bar{K}_1) \quad (45) \\
0 &= I_2 - \delta_2 K_2 - (\rho + \lambda)(K_2 - \bar{K}_2) \quad (46) \\
C &= f_0(K_1) - I_1 - I_2 \quad (47)
\end{align*}
\]

where \( \bar{K} = (\bar{K}_1, \bar{K}_2) \) is itself the solution of (44)-(47). Therefore the computation of the turnpike involves a fixed point calculation.

2.1.5 A note on existence of solutions

This model is an instance of piecewise deterministic control systems studied in Refs. [6] and [24] where existence conditions are given. The turnpike property for this class of systems has been studied in Refs. [8], [13] and [3].

2.2 The case of an anthropogenic influence on the catastrophe process

Let us consider now the case where the catastrophe process has a probability measure which is influenced by a stock of emissions that are associated with the production process, for example the concentration \( M(t) \) of \( \text{CO}_2 \) accumulated at time \( t \) in the atmosphere.

The economy dynamics is now characterized by the productive capital accumulation equations and also the \( \text{CO}_2 \) accumulation equation

\[
\begin{align*}
\dot{K}_1(t) &= I_1(t) - \delta_1 K_1(t) \\
\dot{K}_2(t) &= I_2(t) - \delta_2 K_2(t) \\
\dot{M}(t) &= g(M(t), E(t))
\end{align*}
\]

where \( E(t) \) is the emission rate of \( \text{CO}_2 \) by the production sector and \( g(\cdot, \cdot) \) is the net \( \text{CO}_2 \) accumulation rate. As in Nordhaus [16] we assume that the emissions are defined by

\[
E(t) = \sigma(1 - v(t))Y(t)
\]

where \( \sigma \) is the initial carbon intensity of the economy and \( v(t) \in [0, 1] \) is the abatement effort at time \( t \). Also, as in [16], we assume that the emission abatement effort has a cost expressed in output loss, that is the following must hold

\[
C(t) + I_1(t) + I_2(t) = D(v(t))Y(t)
\]

where \( D(v(t)) \in [0, 1] \) is the production loss function associated with the abatement effort \( \tilde{v} \).

We assume that the occurrence of the catastrophe is well described as a jump process \( \{\zeta(t) : t \geq 0\} \) with jump rate

\[
q(M(t)) = \lim_{dt \to 0} \frac{P[\zeta(t + dt) = 1 | \zeta(t) = 0, M(t)]}{dt}
\]

where the function \( q(M) \) is monotone nondecreasing in \( M \). The rest of the model is similar to the previous case.

2.2.1 Optimal capital and \( \text{CO}_2 \) accumulation path

The problem of the optimal accumulation of capitals \( K_1, K_2 \) and pollution \( M \) is formulated as in section 2.1.2. After the occurrence of the catastrophe the problem for the surviving economy is the same and can be summarized by the welfare function \( W(K_1, K_2) \). The only difference comes from the dependency of the jump process probability measure on the concentrations \( M(t) \). Repeating the same integration by parts we obtain that the initial welfare value function is given by

\[
V^0(K^0, M^0) = \int_0^\infty e^{-(\rho t + \int_0^t q(M(s)) ds)} \{U(C(t)) + q(M(t)) W(K_1(t), K_2(t))\} dt
\]

This defines an infinite horizon control problem with an endogenous discount rate given by \( \rho + q(M(t)) \).

2.2.2 Interpretation of optimality conditions

The optimal control problem to solve is

\[
V^0(K^0, M^0) = \max_{V^0} \int_0^\infty e^{-(\rho t + \int_0^t q(M(s)) ds)} \{U(C(t)) + q(M(t)) W(K_1(t), K_2(t))\} dt
\]

s.t. \[
\begin{align*}
K_j(0) &= K_j^0, \quad j = 1, 2 \\
M(0) &= M^0 \\
\dot{K}_j(t) &= I_j(t) - \delta_j K_j(t), \quad j = 1, 2
\end{align*}
\]

\(^7\) The reader will notice that we did not introduce a loss of output directly linked with the pollution stock variable, or with a climate variable, like temperature that is influenced by \( M \). This choice has been made to keep the model focused on the catastrophe prevention issue.

\(^8\) For the sake of keeping the simplest form of the model we have assumed that the GHG concentration \( M \) is influencing the jump rate. It would be easy to introduce a temperature \( T \) state equation and to assume that \( q(\cdot) \) depends on \( T \) instead of \( M \).
The first order necessary conditions write as follows:

\[
\begin{align*}
\dot{M}(t) &= g(M(t), E(t)) \\
\dot{E}(t) &= \sigma(1 - v(t))f^0(K_1(t)) \\
C(t) &= D(v(t))f^0(K_1(t)) - I_1(t) - I_2(t) \\
v(t) &\in [0, 1].
\end{align*}
\]

To deal with the endogenous discount rate we have to introduce a new state variable \( z(t) \) with state equation \( \dot{z}(t) = q(M(t)) \). The optimal control problem to solve is then reformulated as follows

\[
V^0(K^0, M^0) = \max \int_0^\infty e^{-(\rho + z(t))} \{ U(C(t)) + q(M(t)) W(K_1(t), K_2(t)) \} dt.
\]

s.t.

\[
\begin{align*}
K_j(0) &= K_j^0, & j &= 1, 2 \\
M(0) &= M^0 \\
K_j(t) &= I_1(t) - \delta_j K_j(t), & j &= 1, 2 \\
M(t) &= g(M(t), E(t)) \\
E(t) &= \sigma(1 - v(t))f^0(K_1(t)) \\
C(t) &= D(v(t))f^0(K_1(t)) - I_1(t) - I_2(t) \\
v(t) &\in [0, 1] \\
\dot{z}(t) &= q(M(t)).
\end{align*}
\]

Introduce the current-value hamiltonian

\[
H(K, M, p, r, \mu, \nu, I, C, E, v) = U(C) + q(M) W(K_1, K_2) + \sum_{j=1,2} p_j(I_j - \delta_j K_j) + r g(M, E) + \mu(D(v)f^0(K_1 - I_1 - I_2 - C) + \nu(\sigma(1 - v)f^0(K_1 - E) + \pi q(M)
\]

with \( p_j(t) = e^{(\rho + z(t))} \phi_j(t) \), where \( \phi_j(t) \) is the costate variable associated with the dynamics of \( K_j, j = 1, 2 \) (that are interpreted as marginal utilities of capital stocks), \( r = e^{(\rho + z(t))} \sigma \varpi(t) \), where \( \varpi(t) \) is the costate variable associated with the CO2 accumulation equation (67) and \( \mu \) and \( \nu \) are the Kuhn-Tucker multipliers associated with the constraint (69) and (68) respectively. Finally \( \pi(t) = e^{(\rho + z(t))} \omega(t) \) where \( \omega(t) \) is the costate variable associated with the auxiliary state equation (71).

The first order necessary conditions write as follows:

\[
\begin{align*}
\dot{K}_j &= \frac{\partial}{\partial p_j} H, & j &= 1, 2 \\
\dot{M} &= \frac{\partial}{\partial r} H \\
\dot{p}_j &= -\frac{\partial}{\partial K_j} H + (\rho + q(M)) p_j, & j &= 1, 2
\end{align*}
\]

Focusing on the control variable we get the following conditions

\[
U'(C) = \mu,
\]

while Conditions (78) yield

\[
p_j = \mu, & j = 1, 2.
\]

Condition (80) yields

\[
\nu = \frac{\partial}{\partial E} g(M, E),
\]

and, finally Condition (81) gives

\[
\nu \sigma = \mu D'(v).
\]

Conditions (86)-(87) have already been interpreted. Condition (88) says that the marginal cost of the contribution of emission \( E \) to concentration should be equal to the marginal cost of the emission process associated to production. Finally Condition (89) tells that the marginal value loss associated with the marginal production loss due to abatement should be equal to the marginal value of abatement.

### 2.2.3 Asymptotic steady state

A steady state for the optimal control problem defined above will be given by a set of values \((K, \dot{M}, \dot{p}, \dot{r}, \dot{\mu}, \dot{\nu}, \dot{I}, \dot{C}, \dot{E}, \dot{v})\) that satisfy the first order stationary conditions where all time derivatives are replaced by 0.
0 = \frac{\partial}{\partial \tau} H \tag{91}
0 = -\frac{\partial}{\partial K^j} H + (\rho + q(M))p_j, \ j = 1, 2 \tag{92}
0 = -\frac{\partial}{\partial M} H + (\rho + q(M))r \tag{93}
0 = U(C) + q(M) W(K_1, K_2) + (\rho + q(M))\pi \tag{94}
0 = \frac{\partial}{\partial I_j} H, \ j = 1, 2 \tag{95}
0 = \frac{\partial}{\partial C} H \tag{96}
0 = \frac{\partial}{\partial E} H \tag{97}
0 = \frac{\partial}{\partial v} H. \tag{98}
E = \sigma(1 - \nu)f^0(K_1) \tag{99}
C = D(v)(f^0(K_1) - I_1 - I_2) \tag{100}
0 \leq \mu \tag{101}
0 = \mu(D(v)(f^0(K_1)) - I_1 - I_2 - C. \tag{102}

2.2.4 A note on existence of solutions

This model is also a particular instance of piecewise deterministic control systems studied in Refs. [6] and [24] and conditions for existence of solutions can be easily checked. However the turnpike property is much harder to establish. We will thus rely on numerical simulations to check that this property holds for that model too.

2.3 How to deal with intergenerational equity

2.3.1 Adjusting the pure rate of time preference

The optimal economic growth with catastrophe prevention raises interesting problems of time scaling. In practice, the very low jump rate characterizing the catastrophe process might be several orders of magnitude smaller than the pure time preference discount rate; for example, \( \rho = 3\% \) is usually adopted for CBA\(^9\) related to global warming, whereas \( \lambda = 0.00000001 \) is the intensity for an asteroid collision\(^{10} \). Even in the case of an anthropogenic influence on the catastrophe occurrence rate, one may expect this order of magnitude difference between \( \rho = 3\% \) and \( q(M) \) which is of the order of 0.005.

We may view the discounting and the catastrophe processes as two independent jump processes that evolve independently and in parallel. The discounting process represents a life duration for the consuming agent described by an exponential random variable with expected length of life \( \frac{1}{\rho} \). The expected time to the catastrophe event is given by \( \frac{1}{\lambda} \) or approximately by \( \frac{1}{q(M)} \). It should be clear that a decision maker using a high discount rate \( \rho \) will not be concerned with a catastrophic event having a very low occurrence rate \( \lambda \) or \( q(M) \). Indeed one could reduce the discount rate \( \rho \) to a value that is commensurate with \( q(M) \). This would mean that the planner is interested in a (random) planning horizon that may include with good probability the time of occurrence of the catastrophe. However, when one decreases the pure time preference rate \( \rho \) one generates a value function which tends to be more “flat”, hence with a smaller sensitivity to initial values of state variables. This implies that the cost of capital losses will be reduced.

2.3.2 Introducing a direct concern for the post-catastrophe generation

We may introduce, in the utility function of the present generation (which has a high probability of not witnessing the catastrophe), a direct concern for the welfare of the generations that will follow as its descendents. In [11,12,14] a multigeneration stochastic game model has been proposed. It has been shown that if we assume that each generation \( t \) lives between times \( t^\ell \) and \( t^{\ell+1} \) with an exponentially distributed life duration of expected value \( 1/\rho \) and if each generation \( k \) has a utility function

\[
U_k(\gamma) = \sum_{\ell \geq k} \beta^{\ell-k} E^\gamma \int_{t^\ell}^{t^{\ell+1}} U(C(t)) \, dt
\]

where \( 0 \leq \beta < 1 \) and where \( \gamma \) is the intergenerational equilibrium policy, this is equivalent to having the current generation use a discount rate \( \rho(1-\beta) \) in its CBA exercise. Notice that (103) implies that the current generation \( k \) puts a weight \( \beta^{\ell-k} \) on the welfare of forthcoming generation \( \ell \). We refer the reader to [11,12,14] for more details on this game theoretic justification for using low discount rates in CBA. In the next section we explore via numerical methods the impact of the relative magnitudes of discount and jump rates in the long term behavior of this economic growth process.

3 Numerical solutions

In this section, we compute the turnpike values for both models presented in section 2 and for different parameters values. We use a numerical method inspired by Kushner and Dupuis (KD) (see Ref. [15]) to approximate the optimal policy. We also implement a direct method for computing turnpikes by solving the steady-state necessary conditions. Comparing these results we can check numerically that the model with controlled jump (catastrophe) rate also admits a turnpike.
3.1 Solving the stochastic control problem via KD method

In this subsection, we provide the Hamilton-Jacobi-Bellmann (HJB) system of equations associated with the controlled catastrophe model. We then show how the HJB system of equations can be approximated by a Markov Decision Problem (MDP) using KD method.

3.1.1 The HJB system of equations

Let us first recall the problem we want to solve

\[ V^0(x) = \max_E \left[ \int_0^T e^{-\rho t} L^0(x, u) \, dt \right. \]

\[ - e^{-\rho T} \left( V^1(x(T)) - \Phi(x(T)) \right) \left. \right] \right. \]

\[ V^1(x) = \max \left[ \int_0^\infty e^{-\rho t} L^1(x, u, \dot{x}) \, dt \right. \]

with \( \dot{x} = \tilde{f}(x, u), \quad j = 0, 1. \)  

Applying standard dynamic programming analysis, we obtain the following set of HJB equations that provide sufficient optimality conditions for this stochastic control problem [7]. In full generality we should invoke viscosity solutions, although the economic growth models are known to provide smooth value functions.

\[ \rho V^0(x) = \max_u \left\{ \left. L^0(x, u) + \frac{\partial}{\partial x} V^0(x) \tilde{f}(x, u) \right. \right\} \]

\[ + \left[ V^1(x - \Phi(x)) - \Psi(x) - V^0(x) \right] q(x) \]

and

\[ \rho V^1(x) = \max \left\{ \left. L^1(x, u) + \frac{\partial}{\partial x} V^1(x) \tilde{f}(x, u) \right. \right\}. \]

3.1.2 The approximating MDP

To simplify notation omit the superscript \( j \) and write \( \tilde{f}(x, u) = f(x, u) \). We approximate the partial derivatives as follows

\[ \frac{\partial}{\partial x_i} V^j(x) \rightarrow \begin{cases} 
(V^j(x + e_i h_i) - V^j(x))/h_i & \text{if } \tilde{f}(x, u) \geq 0 \\
(V^j(x) - V^j(x - e_i h_i))/h_i & \text{if } \tilde{f}(x, u) < 0 
\end{cases} \]

where \( e_i \) is the unit vector of the \( i \)-th axis. Define

\[ \tilde{f}_i^+(x, u) = \max\{0, \tilde{f}_i(x, u)\} \]

\[ \tilde{f}_i^-(x, u) = \max\{0, -\tilde{f}_i(x, u)\}. \]

Substituting the differences to the partial derivatives in Equation (107), one obtains

\[ \rho V^0(x) = \max_{u \in U(x)} \left\{ L^1(x, u) \right. \]

\[ + \left[ V^1(x - \Phi(x)) - \Psi(x) - V^0(x) \right] q(x) \]

\[ + \sum_{i=1}^n \left( \frac{(V^0(x + e_i h_i) - V^0(x))/h_i}{h_i} \right) \tilde{f}_i^+(x, u) \]

\[ + \left( \frac{(V^0(x) - V^0(x - e_i h_i))/h_i}{h_i} \right) \tilde{f}_i^-(x, u) \right\}. \]

Define the interpolation intervals

\[ \Delta(x, 0, u) = \frac{1}{\rho + q(x) + \sum_{i=1}^n |f_i(x, u)|/h_i}. \]

\[ \Delta(x, 1, u) = \frac{1}{\rho + \sum_{i=1}^n |f_i(x, u)|/h_i}. \]

One considers an MDP with discrete states \( x^g, g \in G \) and control \( u \in U(x^g) \). The transition rewards are given by \( L^1(x^g, u) \Delta(x, j, u) \). The transition probabilities \( \Pi(x^g, x^g', j, j', u) \) are defined as follows:

- When \( g \in G \setminus \partial G \) the transition probabilities from \( x^g \) to any neighboring sampled value \( x^g' \pm e_i h_i \), if we stay in state \( j = 0 \), are given by

\[ \Pi(x^g, x^g' \pm e_i h_i, 0, 0, u) = \frac{\tilde{f}_i^+(x^g, u)}{q(x^g) + \sum_{j=1}^n |f_j(x^g, u)|/h_i}. \]

and providing that we stay in state \( j = 1 \) they are given by

\[ \Pi(x^g, x^g' \pm e_i h_i, 1, 1, u) = \frac{\tilde{f}_i^-(x^g, u)}{\sum_{j=1}^n |f_j(x^g, u)|/h_i}. \]

- Define \( x^+ = \min\{x^g | g' \in G, x^g' \geq x^g - \Phi(x^g') \} \) and \( x^- = \max\{x^g | g' \in G, x^g' \leq x^g - \Phi(x^g') \} \). If \( x^+ = x^- \), the transition probabilities from \( j = 0 \) to \( j = 1 \), are given by

\[ \Pi(x^g, x^+, 0, 1, u) = \frac{q(x^g)}{q(x^g) + \sum_{j=1}^n |f_j(x^g, u)|/h_i}. \]

If \( x^+ \neq x^- \), we have

\[ \Pi(x^g, x^+, 0, 1, u) = \]

\[ \frac{x^+ - \Phi(x^g) - x^-}{q(x^g)} + \frac{q(x^g)}{q(x^g) + \sum_{j=1}^n |f_j(x^g, u)|/h_i}. \]

\[ \Pi(x^g, x^-, 0, 1, u) = \]
The transition probabilities for a jump from \( j = 1 \) to \( j = 0 \) are zero.

- On the boundary \( \partial G \) of the grid, the probabilities are defined according to a reflecting boundary scheme.
- All the other transition probabilities are zero.

Discounting factors are defined by

\[
\begin{align*}
\beta(x^g, 0, u) &= \Delta(x, 0, u) \left( q(x) + \sum_{i=1}^{n} \frac{|f_i(x^g, u)|}{h_i} \right) \quad (112) \\
\beta(x^g, 1, u) &= \Delta(x, 1, u) \left( \sum_{i=1}^{n} \frac{|f_i(x^g, u)|}{h_i} \right). \quad (113)
\end{align*}
\]

The DP equations for this approximating MDP are given by

\[
\begin{align*}
v^0(x^g) &= \max_{u \in U(x^g)} \left\{ L^0(x^g, u) \Delta(x, 0, u) + \beta(x^g, 0, u) \sum_{g' \in G, j \in \{0, 1\}} \Pi(x^g, x^{g'}, 0, 1, u) v^j(x^{g'}) - \beta(x^g, 0, u) \sum_{x^{g'} \in \{x^+, x^-\}} \Pi(x^g, x^{g'}, 0, 1, u) \Psi(x^{g'}) \right\}. \quad (114)
\end{align*}
\]

\[
\begin{align*}
v^1(x^g) &= \max_{u \in U(x^g)} \left\{ L^1(x^g, u) \Delta(x, 1, u) + \beta(x^g, 1, u) \sum_{g' \in G} \Pi(x^g, x^{g'}, 1, 1, u) v^1(x^{g'}) \right\}. \quad (115)
\end{align*}
\]

To solve both DP equations (114) and (115) one uses a linear programming formulation, as indicated in [20] p. 223. It is well established that the approximating MDPs lead to approximations of the value functions that converge weakly toward the continuous time solutions of the DP equations. Using the classical verification theorems of DP, we conclude that the optimal solutions obtained from the approximating MDPs provide an \( \varepsilon \)-optimal solutions to the continuous time problem.

### 3.2 Computing turnpikes for the uncontrolled catastrophe model

A numerical experimentation can be made, using an IAM\(^{11}\) like DICE94 (see Ref. [16] or ICLIPS\(^{12}\). These models refer to the whole word, and the catastrophe we have in mind would also have a global effect that is described in the model by the functions \( \Psi(K) \) and \( \Phi(K_1, K_2) \). The catastrophe rate function \( \lambda \) has also to be calibrated. The solution of the model with \( \zeta = 1 \), gives an evaluation of the function \( V^1(K) \). This is the value function of a pure Ramsey-Cass economic growth model. We can solve the Ramsey problem from different initial state values \( K^i_1 \) and fit a functional form to these estimates. The solution of the model with \( \zeta = 0 \) will then be looked for.

We show below a numerical model, inspired from DICE94. The values \( L \) and \( A \) represent the asymptotic values of population and technological progresses in this model.

\[
\begin{align*}
\max & \quad \int_0^\infty e^{-\rho t} \log(C(t)) \, dt \quad (116) \\
\dot{L}(t) &= g_L(t) L(t) \quad (117) \\
\dot{g}_L(t) &= -\delta_L g_L(t) \quad (118) \\
\dot{A}(t) &= g_A(t) A(t) \quad (119) \\
\dot{g}_A(t) &= -\delta_A g_A(t) \quad (120) \\
Y(t) &= A(t) K_1(t) \gamma L(t)^{1-\gamma} \quad (121) \\
&= C(t) + I_1(t) + I_2(t) \quad (122) \\
\dot{K}_j(t) &= I_j(t) - \delta_j K(t), j = 1, 2. \quad (123) \\
&= \rho \end{align*}
\]

We assume the following form for the damage functions

\[
\begin{align*}
\Psi(K_1) &= v_1 / (1 + v_2 \sqrt{K_2}) \quad (125) \\
\Phi(K_1, K_2) &= \ell_1 K_1 / (1 + \log(1 + \ell_2 K_2)). \quad (126)
\end{align*}
\]

According to the parameter values shown in Table 2 the capital destruction rate at a catastrophe occurrence is 90% when there is no preventive capital available. Also the catastrophe cost is in the range of 20 when \( K_2 = 0 \) which is around 20% of the utility gained from the consumption in the infinite horizon economy. The value function in mode \( \zeta = 1 \), for \( \rho = 0.03 \), respectively \( \rho = 0.06 \), is given in (127) and in (128), respectively. It has been obtained in two steps. First, we obtained an approximation of the value function by solving the Ramsey growth model with the numerical method described in section 3.1. Then, we fit this discrete approximating

\(^{11}\)Integrated assessment model.

\(^{12}\)This model has been used in particular for the implementation of the Tolerable Windows Approach [18].
value function with an analytical function. In our case we have an excellent least square fit $R^2 = 0.99999998$.

$$V^1(K) = 185.771751 - 0.310653189K^{0.6} + 1.850646784K^{0.5} - 2.949629208K^{0.1} + 1.670241443K^{0.3}. \quad (127)$$

$$V^1(K) = 91.12230248 - 0.308780416K^{0.6} + 1.755896839K^{0.5} - 2.715196395K^{0.1} + 1.500248749K^{0.3}. \quad (128)$$

Table 2
Parameters values

<table>
<thead>
<tr>
<th>δ1</th>
<th>0.1</th>
<th>δ2</th>
<th>0.1</th>
<th>L</th>
<th>12000</th>
<th>A</th>
<th>0.063</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>20</td>
<td>v2</td>
<td>0.1</td>
<td>ℓ1</td>
<td>0.90</td>
<td>ℓ2</td>
<td>0.0003</td>
</tr>
<tr>
<td>γ</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2.0.1 Turnpikes for different risk rate values:
The turnpike values are computed by solving directly the implicit programming problem (44)-(47) with EXCEL’s solver. Table 3, gives the results of our calculations concerning the turnpike levels in mode $ζ = 0$, when the risk rate of catastrophe is 0.001%, 0.005% and 0.01%, respectively. We can see how the increase in the catastrophe rate decreases the steady state economy in initial mode $ζ = 0$.

Table 3
Turnpike values for $ζ = 0$ and different risk rate values

<table>
<thead>
<tr>
<th>ρ</th>
<th>λ</th>
<th>K1</th>
<th>K2</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>1 \times 10^{-6}</td>
<td>719.40</td>
<td>0.00</td>
<td>302.14</td>
</tr>
<tr>
<td>0.03</td>
<td>1 \times 10^{-3}</td>
<td>704.52</td>
<td>2.78</td>
<td>301.40</td>
</tr>
<tr>
<td>0.03</td>
<td>5 \times 10^{-3}</td>
<td>649.18</td>
<td>22.58</td>
<td>297.42</td>
</tr>
<tr>
<td>0.03</td>
<td>1 \times 10^{-2}</td>
<td>586.88</td>
<td>45.17</td>
<td>292.31</td>
</tr>
<tr>
<td>0.06</td>
<td>1 \times 10^{-6}</td>
<td>545.41</td>
<td>0.00</td>
<td>294.52</td>
</tr>
<tr>
<td>0.06</td>
<td>1 \times 10^{-3}</td>
<td>535.97</td>
<td>1.94</td>
<td>293.75</td>
</tr>
<tr>
<td>0.06</td>
<td>5 \times 10^{-3}</td>
<td>500.01</td>
<td>17.48</td>
<td>289.81</td>
</tr>
<tr>
<td>0.06</td>
<td>1 \times 10^{-2}</td>
<td>459.12</td>
<td>36.50</td>
<td>284.79</td>
</tr>
</tbody>
</table>

risk rate $λ$ changes the values of the preventive capital stock that is maintained at an optimal steady state in mode $ζ = 0$. We can see also that the steady state productive capital stock and the value of consumption decrease when the catastrophe risk increases.

3.3 Computing turnpikes for the controlled catastrophe model

We report below on the numerical solutions obtained, using the same adaptation of DICE94 as above, for the turnpike values in mode $ζ = 0$, when the accumulation of GHGs is described by the equation

$$\dot{M}(t) = \beta E(t) - \delta_M(M(t) - 590) \quad (129)$$

whereas the catastrophe risk rate is an affine function of the concentration $M(t)$

$$q(M(t)) = \eta_1 + \eta_2 M(t). \quad (130)$$

Emissions $E(t)$ are given by

$$E(t) = (1 - v(t))\sigma Y(t), \quad (131)$$

where $v(t) \in [0, 1]$ is the abatement effort and $σ$ is the nominal emission rate per unit of output. One assumes that the abatement cost is represented by a loss of output given by the function

$$Ω(t) = (1 - b_1 v(t))^2. \quad (132)$$

Table 4 gives the values of the parameters introduced in Eqs. (129)-(132).

Table 4
Parameters values

<table>
<thead>
<tr>
<th>σ</th>
<th>0.33</th>
<th>δ1</th>
<th>0.1</th>
<th>δ2</th>
<th>0.1</th>
<th>δ_M</th>
<th>0.0833</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>0.64</td>
<td>γ</td>
<td>0.25</td>
<td>L</td>
<td>12000</td>
<td>A</td>
<td>0.063</td>
</tr>
<tr>
<td>v1</td>
<td>20</td>
<td>v2</td>
<td>0.1</td>
<td>ℓ1</td>
<td>0.95</td>
<td>ℓ2</td>
<td>0.002</td>
</tr>
<tr>
<td>b1</td>
<td>0.045</td>
<td>b2</td>
<td>2.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using the software MAPLE, we computed the turnpike values by solving the system of equations (90)-(102) with Newton’s method. Note that the value functions in mode $ζ = 1$ are the same as the ones of the uncontrolled model and are given in Eqs. (127)-(128).

In Table 5 the values satisfying the necessary conditions for a turnpike are reported. We see that when the risk rate decreases the steady state economy in initial mode $ζ = 0$ has a higher capital stock for production and a lower one for prevention and it consumes more. A higher risk rate brings indeed a much higher abatement effort.

3.4 Numerical solution of the controlled catastrophe model via KD method

To solve the approximating MDP (114-115), we used AMPL (see reference [9]) coupled with the solver Mosek. The values for the space discretization are given in Table 6. We then compute an approximating optimal policy by linear interpolation of the discrete point policy of the MDP. To compute the optimal trajectory, we discretize time into small period. At the beginning of each period, we apply the approximating optimal policy and maintain the control constant over that period. Two
Table 5
Turnpike values for $\zeta = 0$ and different risk rate values

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$M$</th>
<th>$v$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-5}$</td>
<td>719.36</td>
<td>0.00</td>
<td>1538.03</td>
<td>0.00</td>
<td>302.14</td>
</tr>
<tr>
<td>0.03</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>698.07</td>
<td>11.11</td>
<td>1409.06</td>
<td>0.13</td>
<td>300.15</td>
</tr>
<tr>
<td>0.03</td>
<td>$5 \cdot 10^{-6}$</td>
<td>$5 \cdot 10^{-5}$</td>
<td>664.36</td>
<td>41.03</td>
<td>1179.94</td>
<td>0.37</td>
<td>294.28</td>
</tr>
<tr>
<td>0.03</td>
<td>$1 \cdot 10^{-5}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>642.09</td>
<td>69.80</td>
<td>1051.49</td>
<td>0.50</td>
<td>288.74</td>
</tr>
<tr>
<td>0.06</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-9}$</td>
<td>545.40</td>
<td>0.00</td>
<td>1474.72</td>
<td>0.00</td>
<td>294.52</td>
</tr>
<tr>
<td>0.06</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>532.23</td>
<td>7.67</td>
<td>1374.63</td>
<td>0.11</td>
<td>292.82</td>
</tr>
<tr>
<td>0.06</td>
<td>$5 \cdot 10^{-6}$</td>
<td>$5 \cdot 10^{-5}$</td>
<td>508.92</td>
<td>30.02</td>
<td>1169.10</td>
<td>0.33</td>
<td>287.72</td>
</tr>
<tr>
<td>0.06</td>
<td>$1 \cdot 10^{-5}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>492.55</td>
<td>51.33</td>
<td>1022.34</td>
<td>0.50</td>
<td>282.46</td>
</tr>
</tbody>
</table>

Table 6
Space discretization

<table>
<thead>
<tr>
<th>Space</th>
<th>minimum</th>
<th>maximum</th>
<th>step</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$</td>
<td>0</td>
<td>900</td>
<td>50</td>
</tr>
<tr>
<td>$K_2$</td>
<td>0</td>
<td>20</td>
<td>2.5</td>
</tr>
<tr>
<td>$M$</td>
<td>1300</td>
<td>1600</td>
<td>100</td>
</tr>
<tr>
<td>$I_1$</td>
<td>0</td>
<td>90</td>
<td>5</td>
</tr>
<tr>
<td>$I_2$</td>
<td>0</td>
<td>2</td>
<td>0.25</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0</td>
<td>0.2</td>
<td>0.05</td>
</tr>
</tbody>
</table>

trajectories with different initial state ($K_1(0) = 850$, $K_2(0) = 12$, $M(0) = 1550$ and $K_1(0) = 650$, $K_2(0) = 8$, $M(0) = 1450$) for the case when $\rho = 3\%$, $\eta_1 = 10^{-3}$ and $\eta_2 = 10^{-6}$ are displayed in Figure 1. We see distinctly that, whatever the initial point, the trajectories converge to an asymptotic value. Table 7 shows the asymptotic attractors for different values of $\eta_2$ when $\eta_1 = 10^{-3}$ and $\rho = 3\%$. To have an idea of the accuracy of our numerical method, we can compare these results with the one from Table 5. We see that our crude approximation gives results that remain comparable with those computed directly from the steady-state necessary conditions. It is important to note that a much finer discretization was not possible due to the curse of dimensionality. This provides however a numerical verification of the existence of a turnpike property for this type of model.

Table 7
Turnpike values for $\zeta = 0$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$K_1$</th>
<th>$K_2$</th>
<th>$M$</th>
<th>$v$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>750</td>
<td>10.0</td>
<td>1501</td>
<td>0.05</td>
<td>228</td>
</tr>
<tr>
<td>0.03</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$5 \cdot 10^{-6}$</td>
<td>700</td>
<td>12.5</td>
<td>1438</td>
<td>0.10</td>
<td>231</td>
</tr>
<tr>
<td>0.03</td>
<td>$1 \cdot 10^{-5}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>650</td>
<td>15.0</td>
<td>1376</td>
<td>0.15</td>
<td>234</td>
</tr>
</tbody>
</table>

4 Conclusion

In this essay a model has been proposed to find an optimal capital accumulation path in an economy facing the prospect of a possible environmental catastrophe. The model follows the general philosophy of CBA as it integrates the expected costs induced by the catastrophe and the cost of investing and maintaining a preventive capital into a global welfare optimization scheme. Technically the optimal accumulation path is determined by an adjusted discount rate which depends on the intensity of the catastrophe process and also by the introduction of an endogenously defined valuation of capital stocks in the reward rate function of the associated optimal growth problem. The early occurrence of the catastrophe having a low probability, it is expected that the
economy will reach a steady state. Conditions characterizing the steady state have been provided. The consideration of these extremal steady states is interesting for the assessment of optimal preventative policy since they indicate how much preventative capital a society should be ready to maintain to prepare for the possible catastrophic event. When the catastrophe is induced by an anthropogenic effect, like the accumulation of GHGs, the analysis could also serve to define the level of emission abatement that the current society should implement.

The issue of time scale discrepancy, when the discount rate and the jump rate (intensity) are different by an order of magnitude, poses also an important problem for this kind of analysis. A way to adjust the CBA analysis so that it shows concerns for what will impact forthcoming generations has been proposed in [11] and [12]. The model would be based then on a stochastic multigeneration game structure, where the pure time preference (discount) rate $\rho$ is linked with the expected life duration of a generation, whereas each generation introduces in its utility function a concern for the well-being of future generations. A multigeneration equilibrium can be computed, again using a dynamic programming argument. A new turnpike would then be defined that would pay more attention to the long term consequences of accumulating and maintaining a preventative capital. Numerical methods have to be implemented to explore the consequences of these different approaches in tackling with this difficult issue: how to deal with low probability - high cost global environmental events. For that purpose, the approach that has been sketched in this paper should be implemented with a more detailed economic growth model, a more precise carbon cycle description to represent the accumulation of GHGs and a better representation of the influence of the GHG concentration on the catastrophe risk rate. Indeed, a good description of the loss functions when the catastrophe occurs is also to be provided.
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