3-D frequency-domain seismic wave modelling in heterogeneous, anisotropic media using a Gaussian quadrature grid approach
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SUMMARY

We present an extension of the 3-D spectral element method (SEM), called the Gaussian quadrature grid (GQG) approach, to simulate in the frequency-domain seismic waves in 3-D heterogeneous anisotropic media involving a complex free-surface topography and/or sub-surface geometry. It differs from the conventional SEM in two ways. The first is the replacement of the hexahedral element mesh with 3-D Gaussian quadrature abscissae to directly sample the physical properties or model parameters. This gives a point-gridded model which more exactly and easily matches the free-surface topography and/or any sub-surface interfaces. It does not require that the topography be highly smooth, a condition required in the curved finite difference method and the spectral method. The second is the derivation of a complex-valued elastic tensor expression for the perfectly matched layer (PML) model parameters for a general anisotropic medium, whose imaginary parts are determined by the PML formulation rather than having to choose a specific class of viscoelastic material. Furthermore, the new formulation is much simpler than the time-domain-oriented PML implementation. The specified imaginary parts of the density and elastic moduli are valid for arbitrary anisotropic media. We give two numerical solutions in full-space homogeneous, isotropic and anisotropic media, respectively, and compare them with the analytical solutions, as well as show the excellent effectiveness of the PML model parameters. In addition, we perform numerical simulations for 3-D seismic waves in a heterogeneous, anisotropic model incorporating a free-surface ridge topography and validate the results against the 2.5-D modelling solution, and demonstrate the capability of the approach to handle realistic situations.
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INTRODUCTION

Seismic diffraction tomography (Wu & Toksoz 1987; Gelius 1995) and frequency-domain full-waveform inversion (Pratt 1999; Greenhalgh & Zhou 2003; Zhou & Greenhalgh 2003; Ali et al. 2008) are two separate but closely related high-resolution seismic imaging techniques, which have great potential in hydrocarbon exploration and investigations of the Earth's interior. The most attractive aspect of these two techniques is the capability to obtain sub-wavelength resolution images of the sub-surface from the observed seismogram spectra at just a few frequencies, thus significantly reducing the computational demands of the imaging process (Gelius 1995; Pratt 1999; Maurer et al. 2009). To implement such imaging methods, one either performs frequency-domain seismic wave forward modelling that involves application of an appropriate numerical method to solve the frequency-domain wave equation for a given earth model, specified source-receiver configuration and range of frequencies, or efficiently extracts the frequency wavefield from a time-domain modelling tool (Nihei & Xiaoye 2007; Sirgue et al. 2008). The frequency-domain forward modelling yields the synthetic seismogram spectral data, that is, the real and imaginary parts of the seismogram spectra, or the amplitude and phase spectra. In an inversion, this information is matched with the observed spectral data by successively upgrading the earth model. Recently, Fichtner et al. (2009a) and Tape et al. (2009) demonstrated great progress in time-domain full waveform inversion.

Mathematically, the traditional numerical solvers, such as finite difference and finite element methods (Kelley & Marfurt 1990; Dumbser et al. 2007; Basabe et al. 2008), and some modern approaches, such as the spectral method (Kosloff et al. 1990; Tessmer 1995; Furumura et al. 1998; Trefethen 2000) and the spectral element method (SEM) (Faccioli et al. 1997; Komatitsch & Vilotte 1998; Komatitsch & Tromp 2002; Sinclair et al. 2007; Emanuele et al. 2007; Fichtner et al. 2009b), are all applicable to frequency-domain seismic wave modelling. Each
of the solvers has its own advantages and limitations. For example, the traditional finite difference method is simple in implementation, but cannot be easily extended to geological models having a complex geometry, like free-surface topography or irregular subsurface interfaces. The spectral method is a highly accurate method and valid for a complex geometry (Tessmer 1995; Igel 1999), but it gives a fully filled-in system matrix that may cost a huge amount of computer memory and run time in 3-D modelling. The finite element method and the SEM are in principle capable of handling arbitrary earth models having a complex geometry, for which a powerful element mesh generator, such as the Delaunay Triangulator (2-D) (Shewchuk 2002) or TetGen (3-D) (Rucker et al. 2006; Kerry & Weiss 2006) is often applied to create an element mesh which fits the complex free-surface and sub-surface geometry. For simplicity, most users of 3-D spectral element modelling employ a hexahedral element mesh that offers two advantages: implementation of the simple model parametrization (i.e. constant element-meshed model) and easy distribution of the Guassian-Lobatto-Legendre abscissae for the elemental integration. However, such a hexahedral element mesh is less competitive in matching the complex topography of the free-surface or the sub-surface interfaces than an unstructured tetrahedral element mesh (Rucker et al. 2006). However, when employing such an unstructured tetrahedral element mesh generator, one hardly knows in advance the mesh node locations in the forward modelling or inversion. To make the numerical modelling valid for complex free-surface topography, Carcione (1994) suggested solving the wave equations in a generalized coordinate system, whereas Komatitsch et al. (1996) demonstrated a non-linear transform of the Cartesian coordinate system into a specified curved coordinate system in terms of the free-surface and sub-surface interface geometry. Hestholm & Ruud (1998) presented another transform that converts a curved grid into a rectangular grid in 3-D using the finite difference method, and showed the peculiar features of wave propagation beneath a hill and valley topography. However, all three methods apply different global curved coordinate transforms to the governing wave equation so that they are limited by the shape of the topographic surfaces, which must be high-order differentiable or smooth enough for the transforms to be taken.

Recently, we developed a revised version of the SEM, called the ‘Gaussian Quadrature Grid’ (GQG) approach, for geophysical modelling problems. We have successfully applied it to 2.5-D and 3-D geoelectrical resistivity modelling (Zhou et al. 2009). The GQG approach differs from the common SEM in the two aspects. First, we replace the hexahedral element mesh with a point-gridded mesh formed by Gaussian quadrature abscissa that combines the definition of the physical properties of the model and the computation of the weak form of integral solution. The GQG actually simplifies the model discretization and becomes more competitive in matching the 3-D free-surface or sub-surface topographic surfaces than the hexahedral element mesh in the common SEM, as well as providing easier control of the model parametrization than an unstructured tetrahedral element mesh for the inversion. Second, the GQG approach is an extension of the time-domain SEM to frequency-domain seismic wave modelling, for which we developed a new implementation of perfectly matched layers (PML) to remove the artificial reflections from the computational domain boundaries. We demonstrate that suppressing the grid margin reflections can be simply accomplished using the so-called ‘PML model parameters’ (density and elastic moduli), whose imaginary parts are specified in terms of the PML formulation and are valid for arbitrary anisotropic media. Therefore, the most attractive features of the GQG approach are simplification of the model discretization, easy implementation of the PMLs for heterogeneous, anisotropic media and the capability for handling complex model geometry.

In this paper, we extend the GQG approach to 3-D frequency-domain seismic wave modelling in general anisotropic media, which covers as special cases isotropic, vertical transversely isotropic (VTI) and tilted transversely isotropic (TTI) media. The latter two classes of anisotropy are often encountered in seismic exploration (Thomsen 1986) and earthquake seismology/deep seismic sounding (Crampin 1981), where layering, foliation and rock fracturing are present. Our aim is to utilize the GQG approach as a powerful tool for 3-D non-linear seismic diffraction tomography and frequency-domain full-waveform inversion with seismogram spectral data. The remaining parts of this paper are organized into four sections: the first section briefly gives the 3-D wave equation that incorporates a new implementation of the PML; the second section describes the numerical implementation of the 3-D frequency-domain GQG approach, while in the third section we give three numerical examples that show the accuracies and capabilities of the GQG approach for simulating seismic waves in isotropic and heterogeneous, anisotropic media. In the last section we draw some conclusions from this research.

**Basic Equations**

The 3-D elastodynamic wave equation in the frequency-domain is given by (Aki & Richards 1980).

\[
\frac{\partial}{\partial x_i} \left( c_{ijkl} \frac{\partial u_j}{\partial x_i} \right) + \rho \omega^2 u_j + f_j(\omega) \delta(\mathbf{r} - \mathbf{r}_s) = 0, \quad \mathbf{r}, \mathbf{r}_s \in \Omega, \tag{1}
\]

where \( u_j \) is the Fourier transformed displacement vector, \( \delta(\mathbf{r}) \) is Dirac delta, \( c_{ijkl} \) is the fourth-rank elastic modulus tensor that may involve complex values in viscoelastic media (Carcione 2001), \( \rho \) is the density of the medium and \( f_j(\omega) \) is the point source force vector located at position \( \mathbf{r}_s = (x_s, y_s, z_s) \) and acting in coordinate direction \( j \) having specified spectrum \( f(\omega) \). Repetition of subscripts in eq. (1) implies summation over all values \( i, k, l (= x, y, z) \).

As a physical principle, to both prevent and absorb any artificial reflections from the model boundaries due to the limited computational domain \( \Omega \) in numerical modelling, one may simply incorporate a viscoelastic (damping) medium in the margin areas. The viscoelastic material is defined by complex-valued moduli \( c_{ijkl} = \text{Re}(\tilde{c}_{ijkl}) + i \text{Im}(\tilde{c}_{ijkl}) \). The imaginary part \( \text{Im}(\tilde{c}_{ijkl}) \) is not unique and depends on the choice of the viscoelastic material used (Carcione 2001). Here, we apply a simple PML definition to obtain the analytic expressions of the
to the boundary having its normal in the x-direction, that is, the PML is on the right and left margins having their normals in the \( x \)-direction. Here, the stretched coordinate part is frequency independent and differs from the original definition (Bérenger 1994). We used such a simple form to obtain a frequency-independent tensor \( \tilde{\epsilon}_{ijkl} \) that effectively achieves the wave damping within the finite thickness layer that is placed around the borders of the model edges. Obviously, if \( b(\xi) = 0 \), we have \( \tilde{x} = x \). The derivative for the general case is:

\[
\frac{\partial \tilde{x}}{\partial x} = 1 - ib(x). \tag{3}
\]

The wave equation (eq. 1) incorporating the PML takes on the following form, simply by changing the real coordinate \( x \) into the complex coordinate \( \tilde{x} \):

\[
\frac{\partial}{\partial \tilde{x}} \left( c_{1ijkl} \frac{\partial u_k}{\partial \tilde{x}} + c_{1ijkl} \frac{\partial u_k}{\partial y} + c_{1ijkl} \frac{\partial u_k}{\partial z} \right) + \frac{\partial}{\partial y} \left( c_{2ijkl} \frac{\partial u_k}{\partial \tilde{x}} + c_{2ijkl} \frac{\partial u_k}{\partial y} + c_{2ijkl} \frac{\partial u_k}{\partial z} \right) + \frac{\partial}{\partial z} \left( c_{3ijkl} \frac{\partial u_k}{\partial \tilde{x}} + c_{3ijkl} \frac{\partial u_k}{\partial y} + c_{3ijkl} \frac{\partial u_k}{\partial z} \right) + \rho \omega^2 u_j = 0. \tag{4}
\]

Here, the source term is omitted because the PMLs are far removed from the point-source position. Applying the differential chain rule

\[
\frac{\partial u_k}{\partial \tilde{x}} = \frac{\partial u_k}{\partial x} \frac{\partial x}{\partial \tilde{x}} = \frac{1}{1 - ib(x)} \frac{\partial u_k}{\partial x}, \tag{5}
\]

we rewrite eq. (4) as follows:

\[
\frac{1}{1 - ib(x)} \frac{\partial}{\partial \tilde{x}} \left[ c_{1ijkl} \frac{\partial u_k}{\partial \tilde{x}} + c_{1ijkl} \frac{\partial u_k}{\partial y} + c_{1ijkl} \frac{\partial u_k}{\partial z} \right] + \frac{\partial}{\partial y} \left[ c_{2ijkl} \frac{\partial u_k}{\partial \tilde{x}} + c_{2ijkl} \frac{\partial u_k}{\partial y} + c_{2ijkl} \frac{\partial u_k}{\partial z} \right] + \frac{\partial}{\partial z} \left[ c_{3ijkl} \frac{\partial u_k}{\partial \tilde{x}} + c_{3ijkl} \frac{\partial u_k}{\partial y} + c_{3ijkl} \frac{\partial u_k}{\partial z} \right] + \tilde{\rho}^{(1)} \omega^2 u_j = 0. \tag{6}
\]

Multiplying \( [1 - ib(x)] \) to both sides of the above equation, we obtain

\[
\frac{\partial}{\partial \tilde{x}_i} \left( \tilde{\epsilon}^{(1)}_{ijkl} \frac{\partial u_k}{\partial \tilde{x}_i} \right) + \tilde{\rho}^{(1)} \omega^2 u_j = 0, \tag{7}
\]

where the density and the elastic moduli are defined in the following way:

\[
\tilde{\rho}^{(1)} = [1 - ib(x)] \rho, \quad \tilde{\epsilon}^{(1)}_{ijkl} = \left[ \begin{array}{ccc} c_{1ijkl} & c_{1ijkl} & c_{1ijkl} \\ \frac{1}{1 - ib(x)} c_{ijkl} & c_{ijkl} & c_{ijkl} \\ c_{ijkl} & \frac{1}{1 - ib(x)} c_{ijkl} & c_{ijkl} \end{array} \right]. \tag{8}
\]

In a similar manner, we obtain the following equations incorporating the PMLs having their normals in the \( y \)-(\( n = 2 \)) and \( z \)-(\( n = 3 \)) directions (i.e. the \( y \)-PML refers to the back and front of the model, whereas the \( z \)-PML refers to the bottom of the model).

\[
\frac{\partial}{\partial \tilde{x}_i} \left( \tilde{\epsilon}^{(0)}_{ijkl} \frac{\partial u_k}{\partial \tilde{x}_i} \right) + \tilde{\rho}^{(0)} \omega^2 u_j = 0. \tag{9}
\]

Here

\[
\tilde{\rho}^{(0)} = [1 - ib(y)] \rho, \quad \tilde{\epsilon}^{(0)}_{ijkl} = \left[ \begin{array}{ccc} [1 - ib(y)] c_{ijkl} & c_{ijkl} \frac{1}{1 - ib(y)} c_{ijkl} \\ \frac{1}{1 - ib(y)} c_{ijkl} & c_{ijkl} \frac{1}{1 - ib(y)} c_{ijkl} \\ [1 - ib(y)] c_{ijkl} & c_{ijkl} [1 - ib(y)] c_{ijkl} \end{array} \right]. \tag{10}
\]
Note that the top of the model usually has a free-surface (zero stress) boundary condition. Therefore, the general form of the wave equation incorporating the PMLs may be rewritten as follows:

$$\frac{\partial}{\partial x_i} \left( \tilde{c}_{ijkl} \frac{\partial u_k}{\partial x_i} \right) + \tilde{\rho} \omega^2 u_j + f_j(\omega) \delta(r - r_s) = 0, \quad r, r_s \in \Omega,$$

(11)

where the model parameters $\tilde{\mu} = (\tilde{\rho}, \tilde{c}_{ijkl})$ become

$$\tilde{\rho} = \rho [1 - i b(x)][1 - i b(y)][1 - i b(z)],$$

$$c_{ijkl} = c_{ijkl} [1 - i b(x)][1 - i b(y)][1 - i b(z)],$$

$$\tilde{c}_{ijkl} = \tilde{c}_{ijkl} [1 - i b(x)][1 - i b(y)],$$

$$\tilde{c}_{2ijkl} = c_{2ijkl} [1 - i b(z)],$$

$$\tilde{c}_{3ijkl} = c_{3ijkl} [1 - i b(z)].$$

(12)

These are obtained from a combination of eqs (8) and (10). Comparing eq. (12) with those given by Komatitsch & Tromp (2003) and Festa & Vilotte (2005), one can see the difference that the density and the elastic moduli all become complex values and are not functions of the frequency. We call eq. (12) the ‘PML-model parameters’ that define the complex-valued density and elasticity modulus tensor, whose imaginary parts are specified by the functions $\{h(\xi), \xi = x, y, z\}$ in the PML and are valid for arbitrary anisotropic media. Comparing eq. (11) with eq. (1), one finds that the seismic wave equation incorporating the PMLs is the same as the original so that any numerical solver used for eq. (1) may be directly applied to eq. (11).

If the point-source spectrum is expressed by $f_j(\omega) = f(\omega) \delta$, where $\delta = (\delta_1, \delta_2, \delta_3)$ is the unit vector, we may define the Green’s function vector $G^{(G)} = (G_1^{(G)}, G_2^{(G)}, G_3^{(G)})$ satisfying

$$D(\tilde{\mu})G^{(G)} = -\delta \delta(r - r_s), \quad r, r_s \in \Omega.$$

(13)

Here $D(\tilde{\mu})$ is the differential operator given by

$$D(\tilde{\mu})G^{(G)} = \left[ \frac{\partial}{\partial x_i} \left( \tilde{c}_{ijkl} \frac{\partial G_j^{(G)}}{\partial x_i} \right) + \tilde{\rho} \omega^2 G_j^{(G)} \right] e_j,$$

(14)

so that the displacement response $u(\omega, r_s, r)$ to any directed point-source may be obtained from

$$u(\omega, r_s, r) = f(\omega)G^{(G)}(\omega, r_s, r).$$

(15)

Eq. (15) shows that the Green’s function vector is the response of the displacement vector to a unit source vector. In a previous paper (Zhou & Greenhalgh 2009), we showed that such Green’s function vectors $G^{(G)}(\omega, r_s, r)$ and $G^{(G)}(\omega, r_s, r)$ which correspond to unit source vectors at the source and geophone positions, are required for computing the sensitivity kernels and the Jacobian matrix in non-linear diffraction tomography and full-waveform inversion. Therefore, we prefer to use the Green’s function vector $G^{(G)}(\omega, r_s, r)$ rather than the actual displacement vector $u(\omega, r_s, r)$ throughout the following text. Applying eq. (14), one can easily show that $D(\tilde{\mu})$ is a self-adjoint operator (Becker et al. 1983), which means that the following holds:

$$(G^{(G)}, D(\tilde{\mu})G^{(G)}) = (G^{(G)}, D(\tilde{\mu})G^{(G)})$$

(16)

for any two Green’s function vectors $G^{(G)}$ and $G^{(G)} \in C^2_0(\Omega)$. Here $(,)$ stands for the integral expression

$$(G^{(G)}, D(\tilde{\mu})G^{(G)}) = \int_\Omega G^{(G)} \left[ \frac{\partial}{\partial x_i} \left( \tilde{c}_{ijkl} \frac{\partial G^{(G)}_j}{\partial x_i} \right) + \tilde{\rho} \omega^2 G_j^{(G)} \right] d\Omega$$

$$= \int_\Omega \left[ \frac{\partial}{\partial x_i} \left( \tilde{c}_{ijkl} \frac{\partial G_j^{(G)}}{\partial x_i} \right) - \tilde{c}_{ijkl} \frac{\partial G_j^{(G)}}{\partial x_i} \frac{\partial G_i^{(G)}}{\partial x_i} + \tilde{\rho} \omega^2 G_j^{(G)} G_i^{(G)} \right] d\Omega$$

$$= \int_{\partial \Omega} G^{(G)} \cdot \sigma^{(G)}(n) d\Gamma - \int_\Omega \left[ \tilde{c}_{ijkl} \frac{\partial G_j^{(G)}}{\partial x_i} \frac{\partial G_i^{(G)}}{\partial x_i} - \tilde{\rho} \omega^2 G_j^{(G)} G_i^{(G)} \right] d\Omega,$$

(17)
In obtaining these results, we have used Gauss’ theorem and the natural boundary conditions that \( G^{(g)}|_{\Omega \rightarrow \infty} = 0 \) and \( \sigma^{(g)}(n) = \tilde{c}_{ijkl} \partial G^{(g)}_{x_k}/\partial x_l = 0 \) on the free-surface boundary \( \partial \Omega \). Substituting eq. (13) into (16), one has the Reciprocity Principle

\[
\delta \cdot G^{(g)}(r, r) = \hat{g} \cdot G^{(g)}(r, r).
\]  

To solve eq. (13), we may apply the Variational Principle to convert it into minimization of the functional integration (weak form of solution of the PDE, see Becker et al. 1983):

\[
\min_{G^{(g)} \in C^2[\Omega]} \Psi(G^{(g)}) = \min_{G^{(g)} \in C^2[\Omega]} \left\{ \frac{1}{2} G^{(g)} \mathbf{D}(m) G^{(g)} - \langle G^{(g)}, -\delta(r - r) \rangle \right\}
\]

because of the perturbation formula and the self-adjoint property of \( \mathbf{D}(m) \)

\[
\delta \Psi = \frac{1}{2} \left[ \langle \delta G^{(g)}, \mathbf{D}(m) G^{(g)} \rangle + \langle G^{(g)}, \mathbf{D}(m) \delta G^{(g)} \rangle - \langle \delta G^{(g)}, -\delta(r - r) \rangle \right] = \frac{1}{2} \left[ \langle \delta G^{(g)}, \mathbf{D}(m) G^{(g)} \rangle + \langle G^{(g)}, \mathbf{D}(m) \delta G^{(g)} \rangle - \langle \delta G^{(g)}, -\delta(r - r) \rangle \right]
\]

\[
= \langle \delta G^{(g)}, \mathbf{D}(m) G^{(g)} \rangle - \langle \delta G^{(g)}, -\delta(r - r) \rangle = \langle \delta G^{(g)}, \mathbf{D}(m) G^{(g)} \rangle + \delta \delta(r - r) = 0,
\]

which shows \( \delta \Psi \) vanishes if only if eq. (13) is satisfied for any perturbation \( \delta G^{(g)} \).

**Numerical Implementation**

Consider a 3-D computational domain \( \Omega \) given by \([x_{\min}, x_{\max}] \times [y_{\min}, y_{\max}] \times [\theta_{\min}, \theta_{\max}]\) (similarly for a spherical domain \([\varphi_{\min}, \varphi_{\max}] \times [\theta_{\min}, \theta_{\max}] \times [r_{\min}, r_{\max}(\varphi, \theta)]\), where \( r_0(x, y) \) or \( r_0(\theta, \varphi) \) is the free-surface topography of the Earth (see Fig. 1). We discretize the domain with the points: \( x_{\min} = x_1 < x_2 < \ldots < x_{N_x} = x_{\max}, y_{\min} = y_1 < y_2 < \ldots < y_{N_y} = y_{\max} \) in the \( xy \)-plane and the interfaces of the layers, if the model includes them or as pure mathematical boundaries if the model does not: \( 0 \leq z_k(x, y) \leq z_0(x, y), (k = 1, 2, \ldots, N_z) \) in the vertical direction. There exists a set of sub-domains \( \Omega_p, p = 1, 2, \ldots, (N_x - 1)(N_y - 1)(N_z - 1) \) defined by \([x_{i-1}, x_i] \times [y_{j-1}, y_j] \times [z_{k-1}, z_k] \), to which the following coordinate transformation may be applied:

\[
\begin{align*}
x &= \frac{(x_i - x_{i-1})}{2} \xi + \frac{(x_{i-1} + x_i)}{2}, \quad \xi \in [-1, 1], \\
y &= \frac{(y_j - y_{j-1})}{2} \eta + \frac{(y_{j-1} + y_j)}{2}, \quad \eta \in [-1, 1], \\
z &= \frac{\delta}{2} \xi + \frac{z_{k-1}(x, y) + z_k(x, y)}{2}, \quad \zeta \in [-1, 1].
\end{align*}
\]

![Diagram](image-url)

**Figure 1.** Sketch of a 3-D Gaussian quadrature grid that samples the model parameters \( m = (\rho, c_{ijkl}) \), matches the free-surface \( z_0(x, y) \) and incorporates the perfectly matched layers (PML) in 3-D seismic wave modelling.
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Taking derivatives, we obtain

\[
\begin{align*}
\frac{\partial x}{\partial \xi} &= \frac{1}{2} (x_i - x_{i-1}) = \frac{\Delta x_i}{2}, \\
\frac{\partial y}{\partial \eta} &= \frac{1}{2} (y_j - y_{j-1}) = \frac{\Delta y_j}{2}, \\
\frac{\partial z}{\partial z} &= \frac{1}{2} \left[ \frac{\partial z_i(x, y)}{\partial x} - \frac{\partial z_{i-1}(x, y)}{\partial x} \right] + \frac{1}{2} \left[ \frac{\partial z_j(x, y)}{\partial x} - \frac{\partial z_{j-1}(x, y)}{\partial x} \right],
\end{align*}
\]

(22)

The Jacobian determinant is given by

\[
J^p = \frac{\partial (x, y, z)}{\partial (\xi, \eta, \zeta)} = \frac{1}{8} \Delta x_i \Delta y_j \Delta z_k (x, y).
\]

(23)

The sub-domain integration may be easily calculated by applying the Gaussian quadrature formula, that is

\[
\frac{1}{2} \int_{\Omega_p} \left( \hat{e}_{ijkl} \frac{\partial G_i^{(i)}(s)}{\partial x_l} \frac{\partial G_j^{(s)}}{\partial x_l} - \hat{\rho} \omega^2 G_i^{(i)} G_j^{(s)} \right) \mathrm{d}\Omega = \frac{1}{2} w^p \left[ \left( \hat{e}_{ijkl} \frac{\partial G_i^{(i)}(s)}{\partial x_l} \frac{\partial G_j^{(s)}}{\partial x_l} - \hat{\rho} \omega^2 G_i^{(i)} G_j^{(s)} \right) \right]_{\nu}.
\]

(24)

Here, the subscript \(\nu = (y-1)n_y + (\beta-1)n_x + \alpha\) stands for the Gaussian quadrature abscissa \(\{\xi_\nu, \eta_\nu, \zeta_\nu\}, 1 \leq \alpha \leq n_x, 1 \leq \beta \leq n_y, 1 \leq \gamma \leq n_z\) at which the Gaussian weights \(w^p\) are applied. The abscissa and weights depend on different Gaussian quadrature schemes, such as the Gauss-Lobatto scheme (Phillip & Rabinowitz 1984), or an error function-based quadrature scheme (Crandall 1996), or a tanh-sinh quadrature scheme (Takahasi & Mori 1974). The three integers \(n_x, n_y, n_z\) are the local numbers of the Gaussian quadrature abscissae in the three directions, and the global numbers in each direction can be found from the expressions \(N_x = (N_x - 1)n_x + 1, N_y = (N_y - 1)n_y + 1, N_z = (N_z - 1)n_z + 1\). Once \(n_x, n_y, n_z\) are given, one can calculate the abscissae \(\{\xi_\nu, \eta_\nu, \zeta_\nu\}\) and weights \(w^p\) in terms of the Gaussian quadrature schemes so that the positions of the quadrature points in \(\Omega_p\) can be found by eq. (21). All the Gaussian abscissae form a point-by-point grid spanning the global domain for description of the model geology and computation of the integrals, so we call the method the GQG approach. We prefer to name \(\Omega_p\) the ‘sub-domains’ rather than the ‘elements’ because there are several important differences. The sub-domains \(\Omega_p\) are treated purely as integral sub-volumes and are not related to the specific physical properties of the model, or the model parametrization. Eq. (24) shows that sampling the model parameter is fulfilled by means of the Gaussian quadrature points \(\nu\) (point-gridded model) rather than employing hexahedral elements (hexahedral meshed model) which is common in the SEM. Therefore, we actually replace the hexahedral element mesh with the point-gridded mesh so that parametrizing the model and matching complex topography of the free-surface and sub-surface interfaces become simpler and more refined (see Fig. 1). From Gaussian quadrature theory, the abscissae \(\{\xi_\nu, \eta_\nu, \zeta_\nu\}\) and the weights \(w^p\) may be determined from the known topography \(z(x, y, \nu)\), the interfaces or mathematical boundaries \(z(x, y)\) of the earth model, and the number of abscissae values \(n_x, n_y, n_z\). The latter dominates the accuracy of the integration and may be determined from the number of points per minimum wavelength of the waves being simulated. Bailey et al. (2005) have demonstrated the high precision of applying three Gaussian quadrature schemes (Gauss-Lobatto, an error function-based scheme, and a tanh-sinh quadrature scheme) to a large class of integrals, which involve continuous and well-behaved functions, continuous functions on finite intervals but with infinite derivatives at an endpoint, functions having an integrable singularity at the endpoint and oscillatory functions on an infinite interval. They showed that an appropriate number of Gaussian quadrature points may yield satisfactory precision of the integrals \((10^{-5} \sim 10^{-4})\). This means that the accuracy of the integration can be guaranteed with the Gaussian quadrature schemes.

Eq. (24) also shows that it is crucial to evaluate the tensor products \(\hat{e}_{ijkl} \frac{\partial G_i^{(i)}}{\partial x_l} \frac{\partial G_j^{(s)}}{\partial x_l} - \hat{\rho} \omega^2 G_i^{(i)} G_j^{(s)}\) at the Gaussian quadrature abscissa. Due to the symmetric property of the elastic moduli tensor \(\hat{e}_{ijkl}\), there are (at most) 21 terms for the tensor products, which involve the gradient of the Green’s function vector \(\nabla G^{(i)} = (\frac{\partial G^{(i)}}{\partial x}, \frac{\partial G^{(i)}}{\partial y}, \frac{\partial G^{(i)}}{\partial z})\). To calculate the gradients, we apply the differential chain rule

\[
\begin{align*}
\frac{\partial G^{(i)}}{\partial x} &= \left( \frac{2}{\Delta x_i} \right) \frac{\partial G^{(i)}}{\partial \xi} - \frac{\partial z}{\partial x} \left( \frac{2}{\Delta z_i (x, y)} \right) \frac{\partial G^{(i)}}{\partial \zeta}, \\
\frac{\partial G^{(i)}}{\partial y} &= \left( \frac{2}{\Delta y_j} \right) \frac{\partial G^{(i)}}{\partial \eta} - \frac{\partial z}{\partial y} \left( \frac{2}{\Delta z_j (x, y)} \right) \frac{\partial G^{(i)}}{\partial \zeta}, \\
\frac{\partial G^{(i)}}{\partial z} &= \left( \frac{2}{\Delta z_k (x, y)} \right) \frac{\partial G^{(i)}}{\partial \zeta},
\end{align*}
\]

(25)

where \(\frac{\partial z}{\partial x}\) and \(\frac{\partial z}{\partial y}\) are given by eq. (22).

In a sub-domain \(\Omega_p\), the Green’s function vector \(G^{(i,p)}_v = (G^{(i,p)}_x, G^{(i,p)}_y, G^{(i,p)}_z)\) at the Gaussian quadrature abscissae \(\nu\) may be expressed by the Lagrange interpolation formula

\[
G^{(i,p)}_v = \int_{\Omega_p} G^{(i)}(\xi, \eta, \zeta) \mathcal{G}^{(i,p)}(\xi, \eta, \zeta) \mathrm{d}\Omega, \quad \nu = (\alpha-1)n_x n_y + (\beta-1)n_z + \gamma.
\]

(26)
which gives the derivatives
\[
\frac{\partial G^{(s,p)}}{\partial \xi} = I_1(\xi)k_1(\xi)G_{\alpha\beta\gamma}(\xi),
\]
\[
\frac{\partial G^{(s,p)}}{\partial \eta} = I_2(\eta)k_2(\eta)G_{\alpha\beta\gamma}(\eta),
\]
\[
\frac{\partial G^{(s,p)}}{\partial \zeta} = I_3(\zeta)k_3(\zeta)G_{\alpha\beta\gamma}(\zeta),
\]
and
\[
\nu = (\alpha - 1)\eta + (\beta - 1)\zeta + \gamma. \tag{27}
\]
Substituting eq. (26) for the second term in the RHS of eq. (24), we get
\[
\alpha^2 w_\nu^p (\tilde{\rho}G^{(s,p)} G^{(s,p)})_{w_\nu} = (G^{(s,p)} G^{(s,p)} G^{(s,p)})
\]
\[
\begin{pmatrix}
\alpha^2 \tilde{\rho}_w w_\nu^p & 0 & 0 \\
0 & \alpha^2 \tilde{\rho}_w w_\nu^p & 0 \\
0 & 0 & \alpha^2 \tilde{\rho}_w w_\nu^p
\end{pmatrix}
\]
\[
(G^{(s,p)} G^{(s,p)})
\]
\[
= [G^{(s,p)}]^T D_0^p G^{(s,p)},
\]
where
\[
D_0^p = \text{diag}[(\alpha^2 \tilde{\rho}_w, \alpha^2 \tilde{\rho}_w, \alpha^2 \tilde{\rho}_w)].
\]
Substitution of eq. (27) into (25), gives the matrix form of the derivatives
\[
\frac{\partial G^{(s,p)}}{\partial x} = \begin{pmatrix}
\frac{\partial G^{(s,p)}}{\partial x} \\
\frac{\partial G^{(s,p)}}{\partial y} \\
\frac{\partial G^{(s,p)}}{\partial z}
\end{pmatrix} = D[G^{(s,p)}, G^{(s,p)}, G^{(s,p)}].
\]
\[
= \begin{pmatrix}
\frac{\partial G^{(s,p)}}{\partial x} \\
\frac{\partial G^{(s,p)}}{\partial y} \\
\frac{\partial G^{(s,p)}}{\partial z}
\end{pmatrix} = D[G^{(s,p)}, G^{(s,p)}, G^{(s,p)}].
\]
\[
\begin{pmatrix}
\frac{\partial G^{(s,p)}}{\partial x} \\
\frac{\partial G^{(s,p)}}{\partial y} \\
\frac{\partial G^{(s,p)}}{\partial z}
\end{pmatrix} = D[G^{(s,p)}, G^{(s,p)}, G^{(s,p)}].
\]
where
\[
G^{(s,p)} = (G_{x_1}^{(s,p)}, G_{y_2}^{(s,p)}, G_{x_3}^{(s,p)}, \ldots, G_{x}^{(s,p)}, \ldots, G_{x_N}^{(s,p)}), \quad (x = x, y, z),
\]
\[
D_x = \begin{bmatrix}
\frac{2}{\Delta x} I_1(\xi) + \frac{2}{\Delta x} I_1(\xi), \\
\frac{2}{\Delta x} I_1(\xi) - \frac{2}{\Delta x} I_1(\xi), \\
\frac{2}{\Delta x} I_1(\xi)
\end{bmatrix},
\]
\[
D_y = \begin{bmatrix}
\frac{2}{\Delta y} I_2(\eta) + \frac{2}{\Delta y} I_2(\eta), \\
\frac{2}{\Delta y} I_2(\eta) - \frac{2}{\Delta y} I_2(\eta), \\
\frac{2}{\Delta y} I_2(\eta)
\end{bmatrix},
\]
\[
D_z = \begin{bmatrix}
\frac{2}{\Delta z} I_3(\zeta) + \frac{2}{\Delta z} I_3(\zeta), \\
\frac{2}{\Delta z} I_3(\zeta) - \frac{2}{\Delta z} I_3(\zeta), \\
\frac{2}{\Delta z} I_3(\zeta)
\end{bmatrix}.
\]
\[
\begin{bmatrix}
\frac{2}{\Delta x} I_1(\xi) + \frac{2}{\Delta x} I_1(\xi), \\
\frac{2}{\Delta x} I_1(\xi) - \frac{2}{\Delta x} I_1(\xi), \\
\frac{2}{\Delta x} I_1(\xi)
\end{bmatrix},
\]
Due to application of the Gaussian quadrature abscissa for the differential operators $D_x$, $D_y$, and $D_z$, the differentiations given by eqs (30) and (31) have exponential convergence in terms of the spectral method theory. Trefethen (2000) has shown such exponential convergence for spatial differentiation on smooth functions when using the ‘Chebyshev points’. This includes the Gaussian quadrature abscissa, so that such an approach is superior to the traditional finite difference and finite-element methods. In a general anisotropic solid there are 21 independent elastic moduli, so the first term (tensor product) in eq. (24) has the following expansion:
\[
\tilde{e}_{ijkl}(\tilde{\rho})^p G^{(s,p)} \frac{\partial G^{(s,p)}}{\partial x_i} = (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)}
\]
\[
+ (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)}.
\]
\[
\tilde{e}_{ijkl}(\tilde{\rho})^p G^{(s,p)} \frac{\partial G^{(s,p)}}{\partial x_i} = (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)}
\]
\[
+ (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)} G^{(s,p)} + (G^{(s,p)})^T A_i^{(s,p)}.
\]
The matrices \( \{ A_s^e, A_s^e, A_s^e, A_s^e, A_s^e \} \) are given in the Appendix; they are symmetric differential matrices at the Gaussian quadrature abscissae.

Substituting eqs (28) and (32) into (24), we obtain the quadratic version of the functional integral

\[
\Psi(G^{(i)}) = \frac{1}{2} G^{G^{(i)}} AG^{(i)} - b_s G^{(i)},
\]

where \( G^{G^{(i)}} = (G^{(i)}_{z1}, G^{(i)}_{z1}, G^{(i)}_{z1}, \ldots, G^{(i)}_{zN_N}, G^{(i)}_{zN_N}, G^{(i)}_{zN_N}) \) is the global Green's function vector whose components are the vector values at the Gaussian quadrature abscissa \( v = 1, 2, \ldots, N_c; b_s = (0, 0, \ldots, 0) \) is the source vector whose components are zero except at the source location, and \( A = \sum_{p, k} [D_o + u^{(p)}(J^p)_{h,k}] \) is the global system matrix assembled with the sub-domain matrices given by eq. (31) and elaborated in the Appendix. Therefore, the Green's function vector \( G^{(i)} \) may be obtained by solving the linear equation system for every separate frequency.

\[
AG^{(i)} = b_s.
\]  

From the differential matrices given in the Appendix, one can see that the global matrix \( A \) in eq. (34) is symmetric, sparse and banded, so it is necessary to only calculate the upper part or the lower part and store the non-zero elements in compressed half-row storage; this reduces the computer memory requirement for a 3-D model. According to eq. (31), we can draw Fig. 2 which shows the neighbouring points corresponding to the upper part \( \{ A_s, j \geq i \} \) of the matrix \( A \) at the \( i \)th Gaussian quadrature abscissa. It gives the maximum number (width of the band) of the non-zero elements in each row of the upper part of \( A \).

\[
N_{row} = 3(n_z + (n_y - 1)2(n_y - 1) + 1) + (n_x - 1)2(n_x - 1) + 1) + 2((n_x - 1) + (n_z - 1)2(n_x - 1) + 1).
\]  

Here the first bracket \( (\) \) on the RHS of eq. (35) gives the total number of related points to the \( i \)th Gaussian quadrature abscissa and the factor of 3 signifies all three components of the displacement vector at each point; the second bracket \( \{ \) gives the number of starting points in the \( \zeta \)-direction, except for the considered point (see Fig. 2) at which two extra column-indices must be defined due to there being three components at the \( i \)th Gaussian quadrature abscissa.

Applying a linear-system solver (Henk 2003), one may obtain the Green's function vector \( G^{(i)} \) throughout the 3-D anisotropic model, which is defined by \( m = (\rho, c_{ijkl}) \). Note that the matrix \( A \) given in eq. (34) differs from the one which arises in time-domain modelling. The latter is diagonal or tri-diagonal due to the second-order time marching scheme that is usually applied (i.e. see Komatitsch & Vilotte 1998). Solving a diagonal or tri-diagonal matrix is in general much more efficient than solving a banded matrix such as that given by eq. (34). This implies that to compute the seismograms, which involves successive wavefields over the entire time sequence (or the wavefields over the whole frequency range), the time-domain modelling method is more suitable than the frequency-domain modelling method, unless solving eq. (34) becomes competitive to the time-domain method, that is, applying an advanced parallelized solver to eq. (34) (Henk 2003). With a
direct matrix solver, the multiple source problem (different right-hand sides of eq. 34) is efficient because it involves simple vector-matrix multiplication once the inverse is found. However, memory requirements are considerable compared to the time-domain explicit approach. Therefore, the presented method is currently not intended for computing the time-domain seismograms. Rather, it is aimed at calculating the seismic wavefields for a few (dominant or well chosen) frequencies required in non-linear diffraction tomography (Gelius 1995) or frequency-domain full-waveform inversion (Pratt 1999), or in examining the sensitivity of the spectral data to each of the model parameters (Zhou & Greenhalgh 2009). Therefore, in the following section, we just give some illustrative computed wavefields at a specified single frequency. The method is nevertheless valid for any other frequencies and could be extended to a wide band of frequencies.

Figure 3. Six independent components of the GQG solutions for a 3-D full-space homogeneous isotropic medium ($\rho = 1000$ kg m$^{-3}$, $V_p = 2500$ m s$^{-1}$, $V_s = 1000$ m s$^{-1}$). (a) $G_1^{(1)}$-component, (b) $G_2^{(1)}$-component, (c) $G_3^{(1)}$-component, (d) $G_2^{(2)}$-component, (e) $G_3^{(2)}$-component and (f) $G_3^{(3)}$-component.
NUMERICAL EXAMPLES

To validate and test the accuracy of the GQG approach, we have carried out numerical simulations in two full-space homogenous, isotropic $\rho = 1000 \text{ kg m}^{-3}$, $V_p = 2500 \text{ m s}^{-1}$, $V_p = 1000 \text{ m s}^{-1}$) and anisotropic models ($\rho = 1000 \text{ kg m}^{-3}$, $c_{11} = c_{33} = 6.25 \times 10^9$, $c_{13} = 4.25 \times 10^9$, $c_{44} = 1.0 \times 10^9$, $c_{66} = 1.0 \times 10^9 \text{ kg m}^{-1} \text{s}^{-2}$), whose analytic solutions are given by Aki & Richards (1980) and Vavrycuk (2007), respectively. In the computations, we set up the 3-D domain of dimensions 200 m $\times$ 200 m $\times$ 200 m and employ three unit point-source vectors $\mathbf{s}(1) = (1, 0, 0)$, $\mathbf{s}(2) = (0, 1, 0)$ and $\mathbf{s}(3) = (0, 0, 1)$ located at the centre of the domain, and having a frequency of 100 Hz. From the model parameters and the given frequency, one finds that the minimum and maximum wavelengths of the simulated waves are 10 m and 25 m, respectively. The minimum wavelength is helpful to choose an appropriate number of Gaussian quadrature sampling points in the spatial domain. The maximum wavelength is used to determine the width of the PMLs. According to our previous 2.5-D wave modelling with the GQG approach, the required sampling density ($N_G = \text{number of points over the minimum wavelength}$) of the Gaussian quadrature abscissae should be more than five points per minimum wavelength. Therefore, any sampling density $N_G > 5$ per 10 m guarantees the modelling
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accuracy. After choosing the sampling density, we conducted numerical experiments and found that the width of the PML should be larger than the maximum wavelength, that is, from one to two times the maximum wavelength, and incorporating the simple linear absorbing function \( b(\xi) = |\xi - \xi_a|/|\xi_b - \xi_a| \), where \( \xi_a \) and \( \xi_b \) are the two end boundary points of the PML. This yields satisfactory results.

Note that for the same sampling density \( N_G \), one may have options to choose the points \( \{n_\xi, n_\eta, n_\varsigma\} \) in terms of the sub-domain dimensions \( \{\Delta x, \Delta y, \Delta z(x, y)\} \), because of the relationship \( N_G = \min(n_\xi, n_\eta, n_\varsigma)/\max(\Delta x, \Delta y, \Delta z(x, y)) \), that is, for \( N_G = 5 \) per 10 m, one has \( \min(n_\xi, n_\eta, n_\varsigma) = 5 \) and \( \max(\Delta x, \Delta y, \Delta z(x, y)) = 10 \), or \( \min(N_{x}^g, N_{y}^g, N_{z}^g) = 10 \) and \( \max(\Delta x, \Delta y, \Delta z(x, y)) = 20 \), both may be applied to discretize the model domain in terms of the model geometry and yield similar results. However, it should be mentioned that employing a large number of Gaussian quadrature abscissae \( \{n_\xi, n_\eta, n_\varsigma\} \) will increase the non-zero elements in each row of the system matrix \( A \) (see eq. 35) and therefore costs more computer time and memory. It is very similar to the situation of the spectral method in which the number of collocation points is increased (Trefethen 2000). Accordingly, to guarantee the accuracy we choose \( N_G = 3 \) per 2.5 m (or 9 points per 10 m) and create a GQG of \( 161 \times 161 \times 161 \) nodes sampling the model parameters and obtain a sparse, symmetric complex matrix.

Figure 3. (Continued.)
A of $12,519,843 \times 12,519,843$ (see eq. 34), which is stored in the manner of ‘compressed half-row storage’—three arrays $A(*)$, $IA(*)$ and $JA(*)$ hold all the non-zero elements of the upper part \{${A}_{ij}$, $j \geq i$\} and their row- and column-index. Here, $IA(*)$ gives the number of non-zero elements of each half row ($j \geq i$) and $JA(*)$ holds the column index of the non-zero elements stored in $A(*)$. Obviously, it requires the least computer memory (about 31 GB for the two 3-D cases). It is desirable that eq. (34) should be solved by a parallelized solver with such a least-memory storage scheme (Henk 2003). Unfortunately, to date we have not found any available version of the parallelized solver using the compressed half-row storage scheme. The parallelized direct solvers, such as SuperLU (Li & Demmel 2003) and PARDISO (Schenk & Gärtner 2004), require huge memory for such 3-D modelling due to the LU factorization (lower and upper triangular decomposition). Sinclair (2009) has shown that the memory requirements of SuperLU and PARDISO rapidly increase with the number of non-zero elements entries in the matrix $A$. Such ravenous appetites of the direct solvers make them unsuitable for the 3-D frequency-domain modelling. Some other parallelized iterative solver packages, for example, PSBLAS (Filippone & Colajanni 2000) and LIS (Fujii et al. 2007) have been developed.

**Figure 4.** Six independent components of the GQG solutions for a 3-D full-space homogeneous anisotropic medium ($\rho = 1000$ kg m$^{-3}$, $c_{11} = c_{33} = 6.25 \times 10^9$, $c_{44} = 1.0 \times 10^8$, $c_{66} = 2.25 \times 10^9$ kg m$^{-1}$ s$^{-2}$). (a) $G_{11}^{(1)}$-component, (b) $G_{22}^{(1)}$-component, (c) $G_{11}^{(2)}$-component, (d) $G_{22}^{(2)}$-component, (e) $G_{33}^{(2)}$-component and (f) $G_{33}^{(3)}$-component.
for asymmetrical sparse matrices stored in a compressed full-row storage scheme; they double the computer memory in our case and are not optimal ones for the GQG approach. Therefore, we temporarily apply the sequential iterative solver BiCG (Henk 2003) to eq. (32) to obtain the numerical results. Each solution requires about 78 hr of CPU-time on an SGI Alix 3000 supercomputer, but we believe that with the continuing development of more powerful computer workstations and high performance parallel computation, the problem of the frequency-domain modelling will be eventually routinely tractable. A parallelized pre-conditioned iterative solver (Henk 2003) using the least-memory storage scheme will be available in the future, and the computational efficiency of the 3-D GQG approach will be much improved.

Figs 3 and 4 show the GQG results for the two full-space homogenous models. In each figure we give the real \( \text{Re}\{G^{(i)}\} \) and imaginary parts \( \text{Im}\{G^{(i)}\} \) of the six independent components \( (G^{(1)}_1, G^{(1)}_2, G^{(1)}_3, G^{(2)}_2, G^{(2)}_3, G^{(3)}_3) \) of the three Green’s function vectors \( G^{(1)} = (G^{(1)}_1, G^{(1)}_2, G^{(1)}_3), G^{(2)} = (G^{(2)}_1, G^{(2)}_2, G^{(2)}_3) \) and \( G^{(3)} = (G^{(3)}_1, G^{(3)}_2, G^{(3)}_3) \). For each component, we show three sections at \( y = -25 \text{ m}, 0, +25 \text{ m} \) and the profiling curves along the diagonal line in the central or off-central plane. We also compare them with the analytic solutions and give the errors (differences) along the same lines. From the diagrams, one can make the following observations: (1) whether the medium is isotropic or anisotropic, the wavefield in the margin areas (computational edges) almost disappears, which shows that the new implementation of the PML
defined by eq. (12) works well; (2) the GQG solutions match very well with the analytic solutions, except in the near-vicinity of the source at which the analytical solution becomes infinite while the GQG solutions are bounded, that is, see Figs 4(a) and (d) showing the components of $G_1^{(1)}$ and $G_2^{(2)}$, however, both are consistent with the results (see Fig. 5) obtained by 2.5-D modelling. This indicates the common disadvantage of the numerical approaches to the wavefields near the source; (3) in the isotropic medium, the wavefields reveal wave fronts of concentric circles (Figs 3a and d), or half circles (Figs 3b and e), or quarter circles (Fig. 3c), which demonstrate the difference in the Green’s function vectors due to the different vibration directions of the unit source vectors; (4) in the anisotropic medium, the wavefields display wave front changes with radial direction from the point-source, that is, Figs 4(a) and (d) show that the wave fronts in the off-central plane ($y = -25$ m, $+25$ m) are no longer the concentric circles shown in Figs 3(a) and (d). Also, comparing Fig. 3(b) with Fig. 4(b), one can see the half-circle patterns in the isotropic medium are apparently distorted due to the anisotropic property. Such significant changes indicate the difference between isotropic and anisotropic media. We have compared the accuracy, run time and memory requirements for different GQ sampling.
densities of $NG = 5, 9$ and 11 using the full space anisotropic model, for which the analytic solution is known. Results are given in Table 1. Errors are tabulated for both real and imaginary parts of four of the components of the Green’s tensor. Note how errors decrease as the Gaussian order increases, but the grid size and hence the memory and CPU time increase at a much greater rate than the reduction in error.

The third model is a two-layered anisotropic medium incorporating a surface ridge (see Fig. 1). The model dimensions are $180 \text{ km} \times 180 \text{ km} \times 150 \text{ km}$. The model parameters are given by $m_1 = \{\rho = 1000 \text{ kg m}^{-3}, c_{11} = 6.25 \times 10^9, c_{13} = 4.25 \times 10^9, c_{33} = 5.25 \times 10^9, c_{44} = 1.0 \times 10^9, c_{66} = 2.25 \times 10^9 \text{ kg m}^{-1} \text{s}^{-2}\}$ for the first layer and $m_2 = \{\rho = 900 \text{ kg m}^{-3}, c_{11} = c_{33} = 3.60 \times 10^9, c_{13} = 1.20 \times 10^9, c_{33} = 4.50 \times 10^9, c_{44} = 1.2 \times 10^9, c_{66} = 1.75 \times 10^9 \text{ kg m}^{-1} \text{s}^{-2}\}$ for the second layer. We individually set up the three unit source vectors below the ridge at 10 km depth and whose directions coincide with the three orthogonal axes, then calculate the responses of the displacement vectors at a frequency of 0.1 Hz for the three sources. Figs 6(a)–(c) show the three sections ($y = -25, 0, +25 \text{ km}$) of the real parts (left three columns) and imaginary parts (right three columns) of the displacement vectors (Green’s function vectors) corresponding to the three unit source vectors in the 3-D volume. From the results, one can observe the following features of the frequency-domain wavefields: (1) looking at each row in Figs 6(a)–(c), one can observe that the elliptic wave fronts in the first layer (of thickness 50 km) are distorted by the reflections from the free-surface and the sub-surface, the wavelengths in the two layers are apparently different and the normal directions of the wave fronts change or refract at the contact between the two layers; (2) comparing each row in Fig. 6(a) with those in Figs 6(b) and (c), one finds that the wave front patterns are quite different for the three source vectors; this implies that the components of the displacement vectors vary with the source vibration directions; (3) the symmetric and antisymmetric wavefields are displayed in the off-central sections as the source vector is symmetric or anti-symmetric to the sections, that is, looking at the top and bottom rows in Figs 6(a) and (c), and the middle row in Fig. 6(b), one can see that the wavefields in the sections at $y = -25 \text{ km}$ and at $y = +25 \text{ km}$ are symmetric, whereas the others are all antisymmetric with respect to the central section ($y = 0$) where zero wavefields appear. This may be analytically proved. To validate the 3-D modelling results, we employed our 2.5-D frequency-domain modelling code and computed the 3-D wavefields in the same model. Fig. 7 shows the two sets of modelling results along the free-surface central line, from which one can see that they are highly consistent except for

---

**Table 1** The rms errors and computer costs of the GQG approach for frequency-domain wavefield modelling in a 3-D full-space homogeneous anisotropic medium. The numbers are based on the SGI Altix 3000 supercomputer and a sequential BiCG-solver. Here NG is the Gaussian quadrature (GQ) sampling density that is defined by the number of Gaussian quadrature abscissae in the minimum wavelength.

<table>
<thead>
<tr>
<th>GQ sampling density (NG)</th>
<th>Re($G_1^{(1)}$)</th>
<th>Re($G_1^{(2)}$)</th>
<th>Re($G_1^{(3)}$)</th>
<th>Grid &amp; memory</th>
<th>CPU time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NG = 5</td>
<td>5.81E-13</td>
<td>4.98E-13</td>
<td>8.34E-13</td>
<td>61 GB</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>7.86E-13</td>
<td>5.33E-13</td>
<td>2.03E-12</td>
<td>1.4 GB</td>
<td></td>
</tr>
<tr>
<td>NG = 9</td>
<td>3.26E-13</td>
<td>3.79E-13</td>
<td>8.94E-14</td>
<td>121 GB</td>
<td>46.5</td>
</tr>
<tr>
<td></td>
<td>4.39E-13</td>
<td>3.47E-13</td>
<td>9.03E-14</td>
<td>13 GB</td>
<td></td>
</tr>
<tr>
<td>NG = 11</td>
<td>3.60E-13</td>
<td>3.49E-13</td>
<td>3.96E-14</td>
<td>161 GB</td>
<td>113</td>
</tr>
<tr>
<td></td>
<td>3.14E-13</td>
<td>3.59E-13</td>
<td>8.34E-13</td>
<td>24 GB</td>
<td></td>
</tr>
</tbody>
</table>

---
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CONCLUSIONS

Figure 6. 3-D real and imaginary components of the wavefields at a frequency of 0.1 Hz, generated by the unit source vector acting in the (a) x-direction, (b) y-direction and (c) z-direction at a depth of 10 km beneath the ridge in the two-layered, anisotropic model (see Fig. 1), whose model parameters are given by $m_1 = \{\rho = 1000 \text{ kg m}^{-3}, c_{11} = 6.25 \times 10^9, c_{13} = 4.25 \times 10^9, c_{33} = 5.25 \times 10^9, c_{44} = 1.0 \times 10^9, c_{66} = 2.25 \times 10^9 \text{ kg m}^{-1} \text{s}^{-2}\}$ and $m_2 = \{\rho = 900 \text{ kg m}^{-3}, c_{11} = c_{33} = 3.60 \times 10^9, c_{13} = 1.20 \times 10^9, c_{33} = 4.50 \times 10^9, c_{44} = 1.2 \times 10^9, c_{66} = 1.75 \times 10^9 \text{ kg m}^{-1} \text{s}^{-2}\}$.
	near the source (middle of the line). This comparison demonstrates that both methods have the capability to simulate the frequency-domain wavefields for realistic applications.

We have presented a frequency-domain version of the SEM, called the GQG approach, for 3-D frequency-domain seismic wave modelling in a general anisotropic medium, which may incorporate a free-surface topography and irregular sub-surface interfaces. The two most innovative and attractive features of the GQG approach are simplification of the model discretization and incorporation of a new PML implementation with the numerical method. Using an appropriate density of the Gaussian quadrature points enables us to easily sample the model parameters in terms of the model geometries, including a variable free-surface topography and sub-surface discontinuities, and obtain satisfactory results for the frequency-domain wavefields. The new PML implementation is simple, general, effective and extendable to any class of anisotropic medium. The GQG approach may be employed as the forward modelling part that yields the synthetic spectral data at a few frequencies that are required in generalized diffraction tomography and in frequency-domain full-waveform inversion. It can also be used to compute the sensitivity kernels (Fréchet derivatives) at the requisite or dominant frequencies in heterogeneous, anisotropic media for given configurations of source-geophone pairs (Zhou & Greenhalgh 2009). In addition, it may be applied to simulate the site-effects of ground motion at various frequencies.

The accuracy of the GQG approach is controlled by the number of Gaussian quadrature points in the minimum wavelength, or the so-called sampling density of the Gaussian quadrature abscissae. The optimal sampling density should be the one that offers a point-gridded model that enables high definition of the geological characteristics and high accuracy of the variational integral and spatial differentiation. Our experiments show that satisfactory results may be obtained by using sampling densities larger than five points per minimum wavelength.

Efficiency of the GQG approach mainly depends on the linear-system solver of a large dimensional, sparse and symmetric complex matrix. The compressed half-row storage scheme is the one requiring the least computer memory, but with such an optimal storage scheme,
Figure 6. (Continued.)
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Figure 7. Five independent tensor components of the 3-D frequency-domain wavefields along the free-surface central line, which are obtained by 3-D and 2.5-D modelling methods for the two-layered anisotropic model having a ridge on its free-surface, shown in Fig. 1.
the sequential, iterative Krylov solvers are still very expensive in computer time due to their slow convergence. Therefore, it is crucial to improve the computational efficiency of the GQG approach by developing a parallelized iterative preconditioned Krylov solver (Henk 2003) with such optimal storage scheme in the future.
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APPENDIX: DIFFERENTIAL MATRICES

\[ A^p = \tilde{c}_{1111} D^1 D^1 + 0.5(\tilde{c}_{1112} + \tilde{c}_{2111})(D^1 D^2 + D^2 D^1) + 0.5(\tilde{c}_{3111} + \tilde{c}_{1111})(D^1 D^3 + D^3 D^1) \\
+ \tilde{c}_{2112} D^2 D^1 + 0.5(\tilde{c}_{3112} + \tilde{c}_{1113})(D^2 D^3 + D^3 D^2) + \tilde{c}_{3113} D^3 D^1. \] (A1)

\[ A^q = \tilde{c}_{1221} D^1 D^2 + 0.5(\tilde{c}_{1222} + \tilde{c}_{2221})(D^1 D^3 + D^3 D^1) + 0.5(\tilde{c}_{1223} + \tilde{c}_{3221})(D^1 D^4 + D^4 D^1) \\
+ \tilde{c}_{2222} D^2 D^2 + 0.5(\tilde{c}_{2223} + \tilde{c}_{3222})(D^2 D^4 + D^4 D^2) + \tilde{c}_{3223} D^3 D^2. \] (A2)

\[ A^r = \tilde{c}_{1331} D^1 D^3 + 0.5(\tilde{c}_{1332} + \tilde{c}_{3331})(D^1 D^4 + D^4 D^1) + 0.5(\tilde{c}_{1333} + \tilde{c}_{3331})(D^1 D^5 + D^5 D^1) \\
+ \tilde{c}_{2333} D^2 D^3 + 0.5(\tilde{c}_{2333} + \tilde{c}_{3333})(D^2 D^5 + D^5 D^2) + \tilde{c}_{3333} D^3 D^3. \] (A3)

\[ A^s = (\tilde{c}_{1121} + \tilde{c}_{1211})(D^1 D^2 + D^2 D^1) + 0.5(\tilde{c}_{1122} + \tilde{c}_{2211})(D^1 D^3 + D^3 D^1) + 0.5(\tilde{c}_{1123} + \tilde{c}_{3211})(D^1 D^4 + D^4 D^1) \]
\[ + (D^2 D^2 + D^3 D^1) + 0.5(\tilde{c}_{1212} + \tilde{c}_{2121})(D^2 D^3 + D^3 D^2) + (\tilde{c}_{2122} + \tilde{c}_{2212})(D^2 D^4 + D^4 D^2) + \] \[ 0.5(\tilde{c}_{2123} + \tilde{c}_{3212})(D^2 D^5 + D^5 D^2) + 0.5(\tilde{c}_{2132} + \tilde{c}_{3213})(D^2 D^5 + D^5 D^2) + 0.5 \]
\[ 0.5(\tilde{c}_{2133} + \tilde{c}_{3213})(D^2 D^5 + D^5 D^2) + (\tilde{c}_{2332} + \tilde{c}_{3332})(D^3 D^2 + D^2 D^3). \] (A4)

\[ A^t = (\tilde{c}_{1311} + \tilde{c}_{1311})(D^1 D^3 + D^3 D^1) + 0.5(\tilde{c}_{1312} + \tilde{c}_{3211})(D^1 D^4 + D^4 D^1) + 0.5(\tilde{c}_{1313} + \tilde{c}_{3311})(D^1 D^5 + D^5 D^1) \]
\[ + (D^2 D^3 + D^3 D^1) + 0.5(\tilde{c}_{1322} + \tilde{c}_{2213})(D^2 D^4 + D^4 D^2) + (\tilde{c}_{2312} + \tilde{c}_{2132})(D^2 D^5 + D^5 D^2) + \] \[ 0.5(\tilde{c}_{2313} + \tilde{c}_{3213})(D^2 D^5 + D^5 D^2) + 0.5(\tilde{c}_{2313} + \tilde{c}_{3313})(D^2 D^5 + D^5 D^2) + 0.5 \]
\[ (\tilde{c}_{2332} + \tilde{c}_{3332})(D^3 D^2 + D^2 D^3). \] (A5)

\[ A^u = (\tilde{c}_{1221} + \tilde{c}_{1221})(D^1 D^2 + D^2 D^1) + 0.5(\tilde{c}_{1222} + \tilde{c}_{2221})(D^1 D^3 + D^3 D^1) + 0.5(\tilde{c}_{1223} + \tilde{c}_{3221})(D^1 D^4 + D^4 D^1) \]
\[ + (D^2 D^2 + D^3 D^1) + 0.5(\tilde{c}_{1232} + \tilde{c}_{2322})(D^2 D^4 + D^4 D^2) + (\tilde{c}_{2322} + \tilde{c}_{2322})(D^2 D^5 + D^5 D^2) + \] \[ 0.5(\tilde{c}_{2332} + \tilde{c}_{3332})(D^3 D^2 + D^2 D^3) + 0.5(\tilde{c}_{2332} + \tilde{c}_{3332})(D^3 D^5 + D^5 D^3) + 0.5 \]
\[ (\tilde{c}_{2333} + \tilde{c}_{3333})(D^3 D^2 + D^2 D^3). \] (A6)