Three training methods to improve attention management skills in process control were compared. Forty students from technical disciplines participated in a five-hour module of emphasis shift training (EST), EST combined with situation awareness training (EST/SA), and drill and practice (D&P) on a simulated process control task. Participants were then tested three times for 45 min each (immediately after training, two weeks after training, and six weeks after training) for system control performance and diagnostic performance on familiar and nonfamiliar fault states. D&P led to superior diagnostic performance on familiar system faults. EST/SA training supported the diagnosis of novel system faults. EST was less effective than expected for system control performance. Implications for training design in process control are discussed.

1. Introduction

Highly automated installations such as refineries or nuclear power plants involve extremely complex, dynamic process control tasks that require personnel to monitor and control the system and to detect, diagnose, and rectify malfunctions or make repairs (Kluge, Sauer, Schüler, & Burkolter, 2009). These tasks demand different kinds of attention from process control operators such as focused, divided, and selective attention (Wickens & McCarley, 2008). But as crucial as attention capacities are to process control performance, they are limited. The operator “would gain most if he or she could fully attend to all elements, at all times. However, such full attention is not possible. Hence, some priorities and tradeoffs must be established along with attention allocation strategies” (Gopher, 1996, p. 28). In other words, process control operators must learn to apportion their attention strategically. Attention is strongly associated with mental workload. Workload is on the one hand determined by exogenous task demands such as task difficulty and task priority, and on the other hand by endogeneous supply of attentional or processing resources to support information processing (Tsang & Vidulich, 2006). Our research goal was to support novice learners by providing them with attention-management strategies in order to reduce their mental workload.

Highly complex and demanding tasks such as process control can present demands which are difficult to cope with (Gopher, Weil, & Siegel, 1989). Therefore, especially in the early stages of training, learners should be supported by providing them with attention-management strategies.

1.1. Three training approaches to improve attention management and performance

Adapting, applying, and comparing auspicious training approaches drawn mostly from aviation, in this study we seek to improve attention, attention management, and, ultimately, performance on highly complex, dynamic process control tasks. In the following, we describe the approaches, their underlying theoretical concepts and why they are selected for learning a process control task. We introduce the training approaches of emphasis shift training (EST), situation awareness (SA) training, and drill and practice (D&P) (see Table 1) and summarize research findings on their effectiveness.

1.1.1. Emphasis shift training (EST)

The first training approach we selected for our research on attention management in process control was EST. It was originally developed by Gopher et al. (1989) to sharpen the ability to cope with highly demanding tasks and, especially, to strengthen attention management and the control of attentional resources. In EST,
multiple changes in the emphasis (priority) on components of a task are introduced, but the whole task is left intact. Only the attention status of the subtasks is changed. Hence, EST is a part-task training approach. Key constructs of EST are strategies of performance, response schemas and the voluntary control of attention. Strategies and organized sets of response schemas are central to complex tasks. A strategy is a distinct approach of an individual to cope with the set of subgoals of a task. Strategies are controlled at the beginning, but may become high-level schemas that can be triggered automatically with training and practice. Once a schema is developed, the operation of it is assumed to require few attentional resources. Hence, attentional resources are freed for other tasks (Gopher et al., 1989). This is important, as operators performing complex tasks are required to coordinate many complex action sequences and subtasks in parallel. To support the development of strategies and schemas, Gopher et al. introduce the idea of voluntary control of attentional resources. There is theoretical and empirical evidence that attention control and attention management can be treated as a skill, and thus can be improved by training (Gopher, Weil, & Bareket, 1994). Gopher et al. (1989), for example, showed that spontaneous strategies developed by learners to try to cope with complexity were not very successful. In contrast, in EST, in which learners were provided with strategies, participants showed higher performance. Hence, trainees can be provided with strategies both to reduce mental workload and to improve performance.

EST is assumed to prepare participants for another challenge in process control. Some process control tasks, such as shutdown, start-up, and fault-finding, require completion only at certain process control. Some process control tasks, such as shutdown, performance.

Table 1

<table>
<thead>
<tr>
<th>Description</th>
<th>Emphasis shift training (Gopher, 2007; Gopher et al., 1989)</th>
<th>Situation awareness training (Endsley and Robertson 2000; Saus et al., 2006)</th>
<th>Drill and practice (Carlson et al., 1989; Ericsson et al., 1993)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rationale</td>
<td>Learning through priority changes on subcomponents of a whole task</td>
<td>Learning through randomized “freezing” of a task with situation awareness questions and debriefing</td>
<td>Learning through rehearsal, repetition and practice of a task</td>
</tr>
<tr>
<td>Original application area</td>
<td>Aviation, complex tasks</td>
<td>Aviation, police, complex tasks</td>
<td>Nondynamic tasks, motor tasks</td>
</tr>
<tr>
<td>Empirical findings</td>
<td>Enhancement of attention-management strategies, useful for transfer to novel situations</td>
<td>Useful for individual situation awareness as well as performance, but few empirical studies on effects of situation awareness training</td>
<td>Useful for procedural tasks and longer retention intervals for familiar situations</td>
</tr>
<tr>
<td>Explanations for training effectiveness</td>
<td>Reduction of load allowing to invest more resources in learning other tasks</td>
<td>Improved competence to make decisions and project events in the future</td>
<td>Reduction of load on working memory</td>
</tr>
<tr>
<td></td>
<td>Broader perspective of task, better knowledge of own resources</td>
<td>Enhanced mental models allowing for better understanding of situations</td>
<td>Increased speed of component processes and restructuring in the use of working memory</td>
</tr>
<tr>
<td>Usefulness assumed for</td>
<td>System control performance</td>
<td>System control performance</td>
<td>Diagnostic performance of practiced faults</td>
</tr>
<tr>
<td></td>
<td>Diagnostic performance of novel faults</td>
<td>Diagnostic performance of novel faults</td>
<td></td>
</tr>
</tbody>
</table>
they designed for students of a police university on the basis of a "freezing" technique coupled with debriefing. This approach calls for randomly stopping, or freezing, a simulated task, posing the participant questions about the three levels of SA (Endsley, 1995b), then debriefing the individual. Because little is known about either SA training or the attendant retention intervals, we also investigate both matters in this study.

Explanations for the effectiveness of SA training are that it improves the ability to make timely and effective decisions and to anticipate events (Saus et al., 2006). In addition, SA training facilitates the construction of mental models that improve the understanding of both the importance of various situations and the resources relating to them (Endsley & Robertson, 2000).

1.1.3. Drill and practice (D&P)

Lastly, practice can aid attention performance by proceduralizing or automating a task in order to free resources for another task (Wickens & McCarley, 2008). As individuals continuously practice a task, gradual improvement in time-sharing performance and divided attention has been observed. As soon as one task has been automatized, attentional resources can be applied to other tasks. These changes are ascribed to two processes. First, interference between tasks depends on the demands of the tasks for a limited supply of mental resources. Second, the resource demand of a task decreases with practice until resource-free automatization is reached (Wickens & McCarley, 2008). We therefore conducted drill and practice (D&P) training as a third approach for process control. D&P facilitates learning through rehearsal of a task in order to achieve a desired level of proficiency (Cannon-Bowers, Rhodenizer, Salas, & Bowers, 1998). Similarly in the EST approach, novice learners are provided with strategies instead of trying to cope with the task on their own. In D&P, learners are provided with a clear strategy to cope with the task and guided in a step-by-step manner through the steps of the task. Thereby, a learner’s attention is guided to the accurate execution of the task steps instead of having the learner divide attention between finding a strategy and performing the task at the same time. As with EST, D&P is expected to reduce the learner's mental workload, especially in initial learning.

So far, D&P has been applied mainly for nondynamic and relatively easy cognitive tasks (Shute & Gawlick, 1995). Research has shown practice to be effective at improving accuracy and speed of performance on perceptual, motor, and cognitive tasks (Ericsson, Krampe, & Tesch-Romer, 1993). Practice has also proved to be effective at improving accuracy and speed on practiced and novel fault states (Kluge & Burkolter, 2008). Research has shown practice to be effective at improving accuracy and speed on practiced and novel fault states (Kluge & Burkolter, 2008), it served as a baseline against which to assess EST and EST/SA. We conducted EST on two main subtasks of process control—(a) system control and stabilization and (b) diagnostic performance—shifting the emphasis between them. This procedure, known as “double manipulation,” has been shown to optimize EST (Gopher et al., 1989). In the EST/SA training, EST was supplemented by SA training based on the freezing-and-debriefing technique (see Saus et al., 2006). We used a simulated multitask environment that corresponded to a process control environment. The simulation thus involved the two main subtasks of process control named above.

We derived four assumptions from the literature and studies cited in this study (see Sections 1.1.1–1.1.3). First, the EST/SA group would be more successful than the other groups at developing and maintaining SA, since they receive SA training based on the freezing-and-debriefing technique described above, aimed directly at improving SA.

Second, EST and EST/SA would be more effective than D&P at developing participants’ performance on system control. We suggest that, as EST enhances attention-management strategies, participants will be better able to pay careful attention to the state of the parameters and the detection of deviations from the target range, as needed for good system control and stabilization performance.

Third, D&P would be more effective than the two other training methods for developing participants’ performance on diagnosing familiar fault states. This assumption is based on research which has shown that D&P supported skill retention, especially for practiced fault states.

Fourth, EST and EST/SA would be more effective for developing participants’ performance on diagnosing novel fault states than on diagnosing practiced ones. This assumption is backed first by empirical studies employing EST, which was shown to improve the transfer of skill to new and changed tasks. Second, the training of attention-management strategies is assumed to improve responsiveness to unexpected, novel fault states. Regarding SA training, we suggest that SA training has the potential to improve the diagnostic performance of unfamiliar fault states, for operators with sound SA might detect and understand abnormal situations earlier than they otherwise would. Moreover, they are trained in predicting future states that can evolve out of abnormal states.

2. Method

2.1. Design

A 3 × 3 × 2 mixed factorial design was employed. Training as a between-participants variable varied at three levels (EST, EST/SA, and D&P). Time of measurement as a within-participant variable was taken in three separate testing sessions (test0, test2w, and test6w). Fault type as a within-participants variable varied at two levels (practiced and novel faults).

2.2. Participants

Forty-eight university students (four female) participated in the experimental study. They were all enrolled in a program leading to a Bachelor of Science degree in a technical field of study (aeronautics, engineering, or electrical engineering) at universities of applied sciences in the Greater Zurich Area, Switzerland. The students were paid 100 CHF (approximately US $90.00) for participation in all three parts of the experiment. Participants were randomly allocated to the three training methods at each location. Forty students (83.3%; four female) completed all three parts of the experiment. Training groups did not differ significantly regarding
drop-outs ($H(2) = 1.336, p > 0.05$). The mean age of the participants was 24.7 years ($SD = 4.0$). There were no significant differences between the mean ages of the training groups ($F(2, 39) = 0.874, p > 0.05$).

2.3. Simulated process control environment

In an introductory training module and subsequent testing sessions, we used a computerized process control task simulated by the Cabin Air Management System (CAMS; for details, see Sauer, Wastell, & Hockey, 2000). CAMS models a life support system on-board a spacecraft. Five parameters ($O_2$, $CO_2$, cabin pressure, temperature, and humidity) are kept in a predefined zone by automatic controllers. The operator’s task is to intervene if necessary. This individual must complete two primary tasks (system control and fault diagnosis, see Sections 2.5.3 and 2.5.4) and two secondary tasks (prospective memory and reaction time). CAMS records the actions carried out by the operator.

2.4. Training methods

Three different types of training were given: EST (13 participants), combined EST and SA training (14 participants), and D&P (13 participants). As is often the case with training that involves complex systems such as refinery simulators, training was carried out in small groups typically consisting of four to six participants supervised by one instructor in order to ensure sound supervision and effective learning (Kriedemann, 2008).

All training had the same general introduction to CAMS and focused on the same five system faults. Training material given to all training groups consisted of an illustration of CAMS, its components, and controls (with notations and translations); a CAMS manual; and an instruction manual. The CAMS manual described the main components, systems and controllers of CAMS, the tasks of the participants and 16 different system faults. For every system fault, a description of the fault was given, the symptoms were described and the intervention steps (system control and fault-finding) were depicted. The instruction manual (see Fig. 1) was designed to guide the participant through the training of the five system faults. The instruction manual was based on the CAMS manual and included a screenshot of CAMS during the fault state and descriptions of symptoms and intervention procedures for fault diagnosis and repair and for control and stabilization of the system. The instructions and the number of exercises per system fault differed from one training group to the next, but the duration of training was the same for all groups. Whereas the EST and EST/SA group worked with the same instruction manual, the D&P group received a different instruction manual (see Sections 2.4.1 and 2.4.2).

The first training block (see also Fig. 3) was a general introduction to CAMS and the corresponding manual. The participants received 10 min of multimedia instruction about CAMS, its features, and the primary and secondary tasks involved in the experiment. Participants followed the multimedia instructions individually on their computers using earphones. They were then given a few minutes to explore the system on their own (e.g. looking at the system components, trying out controllers). A short presentation and an exercise introducing the CAMS manual followed. The presentation was given by the instructor and aimed to prepare participants to use the manual by describing its content, structure, and function. In the exercise, participants were asked to find a certain system fault (“On which page can the system fault ‘vent stuck on’ be found?”), and to describe the system fault and its symptoms. Answers were discussed with the instructor.

The second training block introduced all participants to five system faults: (a) a leak in an oxygen ($O_2$) valve, (b) a cooler set point failure, (c) a block in a mixer valve, (d) a carbon dioxide ($CO_2$) set point failure, and (e) a nitrogen set point failure. Selection of system faults was based on a hierarchical task and an analysis of subgoal templates (see Burkolter, Kluge, Schüler, Sauer, & Ritzmann, 2007). System faults were randomly allocated over parameter, type of faults, and the difficulty of the repair procedure. The participants

---

**Fig. 1.** Instruction manual for the D&P group depicting one of five system fault descriptions (translated from German). On the left side, a screenshot of the simulation CAMS during the fault state is displayed. On the right side, the system fault, the symptoms, and the steps of intervention are described. Faults, symptoms and intervention steps are indicated on the screenshot with straight lines.
practiced the five systems faults by following the instruction manual. Each first exercise of a system fault was conducted using a pause button that is provided in CAMS. Thus, the participants had the possibility to pause CAMS and refer to the instruction manual for further intervention steps.

Participants worked individually on their own computers by following the instruction manual and the instructions provided by the instructor. The participants were given the possibility to ask questions at any time during the training.

2.4.1. Emphasis shift training (EST)

At the beginning of the second training block, the instructor explained the principles of EST by the means of a presentation. The two main tasks of CAMS, the principle of changing the emphasis between the two, and the idea of EST (to learn to manage more than one task at the same time) were pointed out. Then, a 10-min introduction to system control and stabilization was provided along with a corresponding exercise (increasing three different parameters by adjusting controls and observing what happens). Thereafter, exercises on the five system faults to be trained followed. The instructor trained the EST group by changing the emphasis on the two main tasks of process control (system control and fault-finding). In each exercise, one of these main tasks was alternately emphasized. That is, participants practiced the actions of only one main task and did not have to execute the other interventions. The instruction manual of the EST group indicated the main task to be emphasized, and the proper steps were marked with a red arrow and boldfaced letters. Information on the other task appeared in light coloring (see Fig. 2). In all other respects, the instruction manual was identical to the one the D&P group received. The members of the EST group practiced each system fault (SF) three times: twice one fault separately and once together (2 × SF₁, 2 × SF₂, 1 × SF₁ and 2 together; 2 × SF₃, 2 × SF₄, 2 × SF₅, 1 × SF₃, 4, 5 together).

2.4.2. EST combined with SA training (EST/SA)

The EST/SA group and EST group received the same instruction manual and the same exercises with changing emphasis. Additionally, the EST/SA group was given an SA training.

As in the EST group, the instructor explained the principles of EST by means of a presentation. Then, a 10-min introduction to system control and stabilization was provided along with a corresponding exercise. This was followed by exercises on the first system fault to be trained. Participants were trained by changing the emphasis on the two main tasks of process control. Then, in contrast to EST, a brief presentation introducing the concept of SA was given by the instructor. The concept of SA, the three levels of SA (Endsley, 1995b), and its relevance for CAMS performance were explained to the participants. From the third system fault on, SA was practiced through the freezing technique with debriefing (as described by Saus et al., 2006). The simulation was frozen one time during each exercise, and participants received open questions about two parameters based on Endsley's (1995b) concept of SA. The first item concerned perception of the situation (e.g. "How is the status of temperature?"); the second item concerned comprehension and future actions ("What does this mean? What needs to be done now?"). After completing the short questionnaire, the participants discussed responses with the instructor. The points at which the simulation was frozen were distributed over the beginning, middle, and end of a system fault. The questions took all parameters into account.

2.4.3. Drill and practice (D&P)

The D&P group extensively practiced system control and fault-finding by repeating several different drills. The participants were told to follow the steps of intervention closely as described in the instruction manual (see Fig. 1), which explained the various steps of system control and stabilization, fault diagnosis, and repair. For each system fault, they were first given 3 min to read about it and to memorize the intervention steps. They then practiced

---

Fig. 2. Instruction manual for the EST and EST/SA group depicting one of five system faults (translated from German). This is an exercise emphasizing the training of system control, which is indicated at the top left for the participants. The steps of intervention that concern system control are in boldface and marked with a red arrow. Information on the other task, i.e. fault-finding (as well as description and symptoms), appear in light coloring.
each system fault with its intervention steps a total of five times—four times each fault separately, then once together with at least one other system fault (SF) \(4 \times SF_1, 4 \times SF_2, 1 \times SF_1 \text{ and } 2 \text{ together; } 4 \times SF_3, 4 \times SF_4, 4 \times SF_5, 1 \times SF_3, 4.5 \text{ together}).

2.5. Measures

2.5.1. Reactions to training

After the training module the participants rated five reactions to the training they had just experienced. The first three—mental effort, anxiety, and fatigue—were each rated in response to a single item each. The item for anxiety, for example, read “How do you feel right now?” and was rated on a scale from 0 (e.g. calm) to 100 (e.g. tense) (see Sauer, Wastell, & Hockey, 2000, for details). The last two reactions were motivation and self-efficacy. They were rated on a six-point scale ranging from 1 (I totally agree) to 6 (I do not agree at all). The participants’ responses relating to post-training motivation was elicited by the following four items: “The task appealed to me.” “I would like to participate again in a training like this.” “I was motivated to accomplish the CAMS task.” “I find CAMS interesting and fascinating.” (Cronbach’s Alpha = 0.86). The degree of self-efficacy that trainees felt about understanding and controlling CAMS was measured through their responses to four items (e.g. “I feel up to the tasks of CAMS.” (Cronbach’s Alpha = 0.87; see Kluge, 2008, for details).

2.5.2. Situation awareness

To check whether SA training was improving SA, we measured the latter index by means of the SA Control Room Inventory (Hogg et al., 1995), which was adapted for application to CAMS. The inventory was developed for use in process control research based on the Situation Awareness Global Assessment Technique (Endsley, 1995a). During the testing sessions, the simulation was frozen six times at irregular intervals. The participants were instructed to switch off their screens so that they could not see the current system state. Questions about the status of the system were then presented. In accordance with Endsley’s (1995b) concept of SA, one item concerned the perception of the current situation (“How is the status of humidity?”). The response alternatives were “below normal range,” “within normal range,” and “above normal range.” Another item covered comprehension of the current situation and prediction of future status (“How do you think the course of humidity will develop over the next 10 s?”: Provided that no intervention to the system is undertaken, the parameter will ... “decline,” “remain stable,” or “increase” in 10 s.”). SA was measured once in the first CAMS test run and once in the second CAMS test run. There were twelve questions in total (six measurements with each two items). The responses were then compared to logged CAMS data to determine whether the responses by the participants were correct (for this approach see Hogg et al., 1995, p. 2411).

2.5.3. System control failures

One of the primary tasks of the operator was to maintain five key parameters within normal range. If one or more of the key parameters departed from normal range, the operator needed to intervene by adjusting automatic controllers or adapting manual control. The duration of the parameters’ deviation from normal range was measured in seconds and converted into percentages.

2.5.4. Fault-finding

The other primary task concerned fault diagnosis and repair with the assistance of the maintenance facility. In the event of a system fault, the operator had to identify the cause by carrying out appropriate tests. There were two measures of diagnostic performance: the percentage of incorrect diagnoses (diagnostic accuracy) and the number of seconds the operator needed in order to identify the fault correctly (diagnostic speed).

2.5.5. Knowledge tests

Knowledge was assessed with an adapted version of two existing knowledge tests on CAMS (see Sauer, Burkolter, Kluge, Ritzmann, & Schüler, 2008). Structural knowledge was measured with a method described by Meyer (2008). Findings concerning knowledge are reported in a separate article (Burkolter, Meyer, Kluge, & Sauer, in press).

2.6. Procedure

Fig. 3 summarizes the experimental procedure. There were three parts. The first consisted of questionnaires and a training module (about 4 1/2 h) followed immediately by a 45-min testing session (test\(_0\)). The second part was a 45-min testing session two weeks after the training module (test\(_{2\text{w}}\)). The third part was a 45-min testing session six weeks after the training module (test\(_{6\text{w}}\)). Because of organizational constraints stemming from the differences between the schedules of university terms, the retention interval between the testing sessions could not be identically long (i.e. two weeks between test\(_0\) and test\(_{2\text{w}}\) and four weeks between test\(_{2\text{w}}\) and test\(_{6\text{w}}\)).

Upon arrival at the experimental facility, all participants spent 35–45 min completing questionnaires on cognitive ability, cognitive flexibility, personality, and motivation. This pretraining testing did not include a testing session on the CAMS task to rule out initial differences of the training groups in process control performance. However, CAMS is an artificial task which is not commercially available, cannot be retrieved from the internet and is not known outside the scientific community. Although CAMS is situated in the context of spaceflight, it does not correspond directly to real-world physical principles, but has its own rules and interconnections. Therefore, previous knowledge on spaceflight and related knowledge is unlikely to be very useful for CAMS performance, and thus the likelihood of initial differences of training groups are assumed to be low. However, we controlled for differences between training groups regarding cognitive and personality variables.

The training module was equally long for all three training groups. It lasted approximately 3 1/4 h (including one 5-min and one 20-min break). The number of training exercises varied, however. The D&P group performed five exercises per system fault, for the core idea of D&P is to provide a good deal practice on the task. During the SA training of the EST/SA group, the members of the EST group were given a comparable cognitive task. They heard a talk (about recruitment criteria for astronauts; see Sauer et al., 2008), viewed part of a documentary, and like the members of the EST/SA group, answered questions about the material to which they had just been exposed (about 35 min). Test\(_0\) covered all five practiced fault states in addition to fault states that the participants had not previously encountered (block in nitrogen valve and dehumidifier set point failure). Test\(_{2\text{w}}\) and test\(_{6\text{w}}\) were identical for all participants. After a brief introduction to refresh knowledge on the experimental task, participants worked with CAMS and were tested for SA during either the first or second part of the test (see Section 2.5.2). Test\(_{2\text{w}}\) was followed by the knowledge tests, which took 30–40 min. The second and third testing sessions each included three familiar and three novel fault states. For an overview of the system faults employed in training and testing sessions, see Table 2. Participants were given no advance information about the order and time of appearance of faults. The CAMS manual was available to participants during the testing sessions. After the final testing session, participants were debriefed about the three training methods
and given the opportunity to ask questions about the design of the experiment.

During the first part of the experiment in which the training took place, it was assured that participants in the different training groups could not interact or learn from each other. The training sessions were conducted in different rooms or on different days. Thus, in the particular part of the experiment in which the actual training intervention took place, participants could not interact with each other. In the two weeks between the first and second as well as the four weeks between the second and third sessions, however, participants could have had the opportunity to interact. Unfortunately, this could not have been prevented, since participants were enrolled at the same universities and (partly) attending the same courses. The latter is associated with the fact that we conducted the experiment at the particular universities of the participants instead of inviting them to a lab. However, it was assured that none of the instruction material including the CAMS program was available to the participants outside the experimental sessions by collecting all material at the end of the sessions. Moreover, there is no single best "solution" to the CAMS task that could have been shared by participants, but during testing sessions, the CAMS manual was available to all participants.

2.7. Assessment of control variables

We controlled for cognitive ability, cognitive flexibility, conscientiousness, and pretraining motivation, which are seen as relevant for training situations (see Colquitt, LePine, & Noe, 2000). These variables were employed to control for possible "unhappy randomization" (Mohr, 1995). Cognitive ability was assessed with the Wonderlic Personnel Test (Wonderlic Inc., 2002). Cognitive flexibility, with the Cognitive Flexibility Inventory (Spiro, Feltovich, & Coulson, 1996). Big-Five Markers (Saucier, 1994) were employed to measure conscientiousness as a personality trait. Pretraining motivation was assessed with one item ("Please indicate how motivated you are to participate in this training? 0%, 20%, 40%, 60%, 80%, 100%."). As Table 3 shows, participants in the three groups did not differ significantly with regard to control variables. Thus, there was no unhappy randomization.

3. Results

We performed mixed ANOVAs. If the assumption of sphericity was violated, we corrected degrees of freedom by using Greenhouse-Geisser estimates of sphericity. We drew planned contrasts in specific ways (see Loftus, 1996). The first contrast was between the D&P group and the EST/SA group, the purpose was to compare the two groups that had had only exercises and SA training and no further task. We focused the second contrast on the EST and EST/SA groups so as to ascertain whether the additional SA training enhanced process control performance beyond the effects of EST. Interaction effects were broken down into interaction contrasts, as proposed by Gamst, Meyers, and Guarino (2008). Wickens (1998) states that low sample size and high variance may increase the probability of a Type II error and that, ergonomically speaking, Type II statistical errors can be as important as Type I errors. To avoid Type II statistical errors, we also report p-values at the 10% level.

3.1. Reactions to training

Training groups differed significantly in their ratings of mental effort, anxiety, and fatigue (see Table 4). Planned contrasts of effort
revealed that the D&P group differed significantly from the EST/SA group \((p < 0.05)\), with the D&P group investing the most effort in the task. In terms of anxiety and fatigue, planned contrasts revealed that the EST group was less tense and tired than the EST/SA group \((p < 0.1)\). However, participants did not differ significantly on either post-training motivation or self-efficacy ratings.

### 3.2. Situation awareness

Surprisingly, the participants of the three training groups did not differ significantly on their SA performance tested at \(T_{sw}\) and \(T_{2w}\) \((F(2, 35) = 0.097, p > 0.10, \eta^2_g = 0.00)\). Neither a significant main effect of time \((F(1, 35) = 0.463, p > 0.10, \eta^2_g = 0.01)\) nor a significant interaction effect of group and time was found \((F(2, 35) = 0.524, p > 0.10, \eta^2_g = 0.03)\). Thus, our first assumption was not supported by the data.

### 3.3. System control failures

An inspection of descriptive statistics (see Table 5) suggests that the training groups differed in fault type. The interaction contrasts showed a significant interaction for the D&P group and EST/SA group \((F(1, 25) = 4.072, p < 0.10, \eta^2_g = 0.14)\), confirming the assumption that EST/SA aided diagnosis of novel faults. A significant main effect of time was found as well \((F(2, 74) = 6.45, p < 0.01, \eta^2_g = 0.15)\). Contrasts showed that performance at \(T_6\) and \(T_{sw}\) and at \(T_{2w}\) and \(T_{sw}\) differed significantly \((p < 0.01)\), with the poorest performance generally occurring at \(T_{sw}\). There was no main effect of fault type \((F(1, 37) = 0.06, p > 0.10, \eta^2_g = 0.00)\).

On the second measure of diagnostic performance (diagnostic speed), the results of the three-way mixed ANOVA resembled those relating to diagnostic accuracy (see Table 6). We observed no significant main effect of training \((F(2, 37) = 0.51, p > 0.10, \eta^2_g = 0.03)\), but, as with diagnostic accuracy, the interaction between fault type and group was significant \((F(2, 74) = 3.87, p < 0.05, \eta^2_g = 0.17)\). This interaction effect indicated that training groups differed significantly in diagnostic speed regarding fault

### 3.4. Diagnostic performance

A three-way mixed ANOVA with diagnostic accuracy was performed (see Table 6). Analysis revealed no significant effect of training group on performance \((F(2, 37) = 0.795, p > 0.10, \eta^2_g = 0.04)\). Confirming the assumptions, however, there was a significant interaction effect between fault type and training \((F(2, 37) = 2.72, p < 0.10, \eta^2_g = 0.13)\), indicating that the performance of the training groups differed in fault type. The interaction graph (see Fig. 5) displays that D&P resulted in better performance on practiced faults than on novel faults, whereas EST/SA resulted in better performance on novel faults than on practiced faults. Interaction contrasts showed a significant interaction for the D&P group and EST/SA group \((F(1, 25) = 4.072, p < 0.10, \eta^2_g = 0.14)\), confirming the assumption that EST/SA aided diagnosis of novel faults. A significant main effect of time was found as well \((F(2, 74) = 6.45, p < 0.01, \eta^2_g = 0.15)\). Contrasts showed that performance at \(T_6\) and \(T_{sw}\) and at \(T_{2w}\) and \(T_{sw}\) differed significantly \((p < 0.01)\), with the poorest performance generally occurring at \(T_{sw}\). There was no main effect of fault type \((F(1, 37) = 0.06, p > 0.10, \eta^2_g = 0.00)\).

### Table 3

Descriptive statistics \((M, SD)\) on control variables as a function of training group.

<table>
<thead>
<tr>
<th>Control variables</th>
<th>Drill and practice</th>
<th>EST</th>
<th>EST/SA</th>
<th>(F(p))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive ability (0–50)</td>
<td>25.71 (4.68)</td>
<td>26.25 (6.26)</td>
<td>24.88 (6.04)</td>
<td>(F(2, 45) = 0.232, p &gt; 0.05)</td>
</tr>
<tr>
<td>Cognitive flexibility (-4 to +4)</td>
<td>1.00 (1.22)</td>
<td>0.84 (0.90)</td>
<td>0.53 (1.07)</td>
<td>(F(2, 46) = 0.814, p &gt; 0.05)</td>
</tr>
<tr>
<td>Conscientiousness (1–9)</td>
<td>6.84 (0.95)</td>
<td>6.52 (1.00)</td>
<td>6.78 (1.30)</td>
<td>(F(2, 46) = 0.360, p &gt; 0.05)</td>
</tr>
<tr>
<td>Pretraining motivation (%)</td>
<td>80.00 (13.59)</td>
<td>80.0 (16.00)</td>
<td>76.47 (19.02)</td>
<td>(F(2, 45) = 0.236, p &gt; 0.05)</td>
</tr>
</tbody>
</table>

### Table 4

Descriptive statistics on reactions to training as a function of training group.

<table>
<thead>
<tr>
<th>Reactions to training</th>
<th>Drill and practice ((M, SD))</th>
<th>EST ((M, SD))</th>
<th>EST/SA ((M, SD))</th>
<th>(F(p))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort (0–100)</td>
<td>68.93 (20.0)</td>
<td>48.00 (21.17)</td>
<td>50.83 (26.13)</td>
<td>(F(2, 47) = 3.644, p &lt; 0.05, \eta^2_g = 0.14)</td>
</tr>
<tr>
<td>Anxiety (0–100)</td>
<td>47.79 (23.73)</td>
<td>27.59 (19.53)</td>
<td>40.56 (23.47)</td>
<td>(F(2, 47) = 3.198, p &lt; 0.1, \eta^2_g = 0.12)</td>
</tr>
<tr>
<td>Fatigue (0–100)</td>
<td>68.96 (26.17)</td>
<td>47.06 (26.47)</td>
<td>64.17 (26.70)</td>
<td>(F(2, 47) = 2.936, p &lt; 0.1, \eta^2_g = 0.12)</td>
</tr>
<tr>
<td>Motivation (1–6)</td>
<td>4.13 (0.81)</td>
<td>4.21 (1.04)</td>
<td>3.68 (1.27)</td>
<td>(F(2, 45) = 1.147, p &lt; 0.1, \eta^2_g = 0.05)</td>
</tr>
<tr>
<td>Self-efficacy (1–6)</td>
<td>2.73 (0.94)</td>
<td>2.75 (0.94)</td>
<td>3.19 (1.13)</td>
<td>(F(2, 47) = 1.120, p &lt; 0.1, \eta^2_g = 0.05)</td>
</tr>
</tbody>
</table>

### Table 5

System control failures (in percentages) as a function of training and fault type \((SD\) in parentheses).

<table>
<thead>
<tr>
<th>Fault type</th>
<th>Drill and practice</th>
<th>EST</th>
<th>EST/SA</th>
<th>(T_{6w})</th>
<th>(T_{sw})</th>
<th>(T_{2w})</th>
<th>(T_{sw})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Practiced</td>
<td>11.6 (9.0)</td>
<td>3.5 (2.3)</td>
<td>8.6 (5.5)</td>
<td>9.5 (8.0)</td>
<td>4.0 (6.0)</td>
<td>6.4 (4.0)</td>
<td>17.6 (14.1)</td>
</tr>
<tr>
<td>Novel</td>
<td>8.8 (6.9)</td>
<td>7.4 (6.3)</td>
<td>17.5 (3.6)</td>
<td>6.6 (2.3)</td>
<td>4.3 (3.1)</td>
<td>15.5 (5.3)</td>
<td>8.4 (4.6)</td>
</tr>
</tbody>
</table>
type (Fig. 5). Interaction contrasts showed a significant interaction for the D&P group and EST/SA group ($F(1, 74) = 7.286, p < 0.05, \eta^2_w = 0.23$). Moreover, a significant main effect of time ($F(2, 74) = 15.3, p < 0.001, \eta^2_g = 0.29$) and fault type was observed ($F(1, 74) = 6.66, p < 0.05, \eta^2_g = 0.15$). Contrasts for main effect of time revealed that performance at $T_0$ and $T_{2w}$ and at $T_{6w}$ and $T_{10w}$ differed significantly ($p < 0.001$), with the poorest performance generally occurring at $T_{2w}$.

### 4. Discussion

Using the training methods EST, EST/SA, and D&P, we examined attention skills and process control performance in familiar and nonfamiliar situations over a retention interval of several weeks. We aimed to support novices learning a highly complex and demanding task by providing them with attention-management strategies in order to reduce their mental workload. D&P was successful at enhancing diagnostic performance on familiar system faults, and EST/SA training supported the diagnosis of novel system faults. All in all, EST and EST/SA did not support system control performance as strongly as we had assumed they would.

D&P proved effective at increasing the speed and accuracy with which participants found familiar fault states. Thus, it seems that D&P was successful at providing trainees with clear strategies to cope with the high demands of the task. Participants were guided through the steps of a task so that attentional resources could be applied to learning instead of finding a strategy to cope with the task on their own. The finding that D&P improved diagnostic performance on practiced fault states confirms earlier results of research involving the CAMS task in a comparable experimental setting (Kluge & Burkolter, 2008). In that experiment, error training, procedure-based training with error-relevant heuristics, and D&P were compared for their effectiveness at enhancing process control performance. D&P emerged clearly as the most effective method for developing the skill of diagnosing familiar fault states, even after retention intervals of 9 and 13 weeks. These findings suggest that the use of D&P was broadened from nondynamic and rather easy cognitive tasks (Shute & Gawlick, 1995) to more dynamic and highly complex cognitive tasks. However, the findings also show that the effectiveness of D&P was confined to familiar fault states. In other words, participants were prepared to apply acquired skills but limited in their ability to adapt skills to new situations. This finding supports the contention that training methods concentrating on teaching procedures rather than teaching knowledge have a restricted range of transfer (Hockey, Sauer, & Wastell, 2007). Lastly, participants in the D&P group were not less motivated than participants in the other two groups, although D&P requires repetitive work on a task. This result might be of special interest to instructors.

Possible explanations why the experiment did not confirm some of the assumptions regarding EST are discussed. The aim of the EST was to enhance attention management by introducing emphasis changes on components of a task. Thus, participants were provided with strategies to reduce mental workload and improve performance. The selection of EST as a training approach for process control was carefully based on empirical evidence, theoretical considerations, and its successful use in different contexts (Gopher, 2007; Gopher et al., 1989). Even so, our experiment showed EST to have only slightly positive interaction effects and did not detect any clear advantage for EST. We note, however, that the present study was more complex in task and design than previous ones on this subject. First, we used a complex and dynamic process control environment that entailed fewer psychomotor and higher cognitive demands than have tasks previously posed in like settings. CAMS involves task management activities such as monitoring to detect deviance and changes, actions to stabilize the system, retrieving information, diagnosing, planning, forming rules, and decision-making. Similarities between these tasks may have been overestimated. Second, we used a multifactorial design that included three different points in time. Previous findings concerned positive effects on performance at the end of training, not skill retention over several weeks. All in all, the “take-the-best” application and transfer of EST to a different field seemed to entail unexpected difficulties, and it was not as successful in this study as in previous ones (see Gopher, 2007). Methodologically, it could be argued for a larger sample, for small sample sizes increase the likelihood of incorrectly concluding that there is no statistical difference (Cook, Campbell, & Peracchio, 1999). However, the statistical significance one might gain with a larger sample will not necessarily improve the experiment’s practical significance.

### Table 6

Diagnostic performance as a function of training and fault type (SD in parentheses).

<table>
<thead>
<tr>
<th>Fault type</th>
<th>D&amp;P</th>
<th>EST</th>
<th>EST/SA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_0$</td>
<td>$T_{2w}$</td>
<td>$T_{10w}$</td>
</tr>
<tr>
<td>Diagnostic errors (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practiced</td>
<td>21.5 (12.8)</td>
<td>51.3 (17.3)</td>
<td>33.3 (19.2)</td>
</tr>
<tr>
<td>Novel</td>
<td>46.2 (24.7)</td>
<td>51.3 (35.0)</td>
<td>46.2 (32.0)</td>
</tr>
<tr>
<td>Diagnostic speed (s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Practiced</td>
<td>223.4 (58.9)</td>
<td>307.8 (59.4)</td>
<td>274.4 (70.5)</td>
</tr>
<tr>
<td>Novel</td>
<td>300.6 (74.5)</td>
<td>336.5 (84.1)</td>
<td>358.3 (80.7)</td>
</tr>
</tbody>
</table>
The EST/SA approach showed positive effects for fault-finding in novel situations, but it was not as effective as we assumed it would be for system control and SA. By combining EST and SA training, we aimed both to enhance SA and performance and to support SA by improving attention management. There are reasons to believe that the SA approach might have interfered with EST, an effect especially challenging to novices. In EST, procedures are taught through rule-based instruction, which only implicitly communicates properties of the system (Rasmussen, 1990). To answer the questions relating to SA, however, participants were required to anticipate system states. That is, they had to shift from a rule-based to a knowledge-based level. The combination of training methods that require cognitive processing at different levels may therefore have been too challenging for novices. It seems that the expected positive effects of EST and positive effects of SA were neutralized rather than compounded, at least at this stage of learning. One could consider delaying EST/SA training (see Schneider, 1985) until, say, D&P has helped participants firmly establish a procedure for the main tasks. This sequencing could enhance attention performance by automating a task and thereby freeing attention resources for accomplishing another task (Wickens & McCarley, 2008).

Regarding the measurement of SA, Vidulich (2003) assumes a rich interplay between specific memory of the current situation and a skilled individual’s long-term memory. Long-term working memory is assumed to serve as the basis to answer questions relating to system design. However, we did invite engineering students to participate in our experiment in order to enhance transfer of study results to process control. These students participated voluntarily in the study as an extracurricular activity, which might indicate a high level of motivation. On the other hand, the extensive training might also have implied an additional workload on them. Moreover, participants did not practice the task between the experimental sessions, which might not directly apply for transfer to dual tasks. As abilities of operators in the two main tasks of process control, system control and diagnostic performance are independent (Landeweerd, 1979), it might be possible that skill decay of the two tasks is also dissimilar. This assumption is supported by findings from two experiments with the same simulated process control task (Clugge & Burkolter, 2008; Burkolter, Kluge, & Brand, 2009), in which a similar pattern of results was observed. Whereas system control performance decreased from a first (9 weeks after training and directly after training, respectively) to a second testing session (13 weeks after training and one week after training, respectively), diagnostic performance increased from the first to the second testing session. While these effects have not yet been investigated in detail, we speculate whether participants might have concentrated more on the system control task if training had not taken place long ago. However, at later testing points, when participants might have felt that there were shortcomings in remembering the task, they possibly concentrated more on diagnosis, for which they could find specific information not only on intervention but also on the description of system faults and the symptoms in the manual. However, this issue needs further analysis and research.

Some limitations regarding the study procedure should be pointed out. We conducted the study with students, and not with experienced operators working in process control environments. However, we did invite engineering students to participate in our experiment in order to enhance transfer of study results to process control. These students participated voluntarily in the study as an extracurricular activity, which might indicate a high level of motivation. On the other hand, the extensive training might also have implied an additional workload on them. Moreover, participants did not practice the task between the experimental sessions, which might not directly apply to real-world settings, where operators usually work between training sessions and thus also gain experience between training sessions. Moreover, the process control task was new to the participants, therefore entailing initial learning of complex skills. Further research should determine to what extent such results are transferable to further stages of learning and training.

In summary, the present study aimed at contributing to research of workplace training by applying training methods from Arthur, Bennett, Stanush, & McNelly, 1998). By contrast, the two tasks in our study—system control and fault-finding—had to be accomplished at the same time. Therefore, findings from single-task studies (e.g. Arthur et al., 1998) might not directly apply for transfer to dual tasks. As abilities of operators in the two main tasks of process control, system control and diagnostic performance are independent (Landeweerd, 1979), it might be possible that skill decay of the two tasks is also dissimilar. This assumption is supported by findings from two experiments with the same simulated process control task (Clugge & Burkolter, 2008; Burkolter, Kluge, & Brand, 2009), in which a similar pattern of results was observed. Whereas system control performance decreased from a first (9 weeks after training and directly after training, respectively) to a second testing session (13 weeks after training and one week after training, respectively), diagnostic performance increased from the first to the second testing session. While these effects have not yet been investigated in detail, we speculate whether participants might have concentrated more on the system control task if training had not taken place long ago. However, at later testing points, when participants might have felt that there were shortcomings in remembering the task, they possibly concentrated more on diagnosis, for which they could find specific information not only on intervention but also on the description of system faults and the symptoms in the manual. However, this issue needs further analysis and research.

Some limitations regarding the study procedure should be pointed out. We conducted the study with students, and not with experienced operators working in process control environments. However, we did invite engineering students to participate in our experiment in order to enhance transfer of study results to process control. These students participated voluntarily in the study as an extracurricular activity, which might indicate a high level of motivation. On the other hand, the extensive training might also have implied an additional workload on them. Moreover, participants did not practice the task between the experimental sessions, which might not directly apply to real-world settings, where operators usually work between training sessions and thus also gain experience between training sessions. Moreover, the process control task was new to the participants, therefore entailing initial learning of complex skills. Further research should determine to what extent such results are transferable to further stages of learning and training.
fields such as aviation, police, and nondynamic, motor tasks (e.g. Gopher et al., 1989; Saus et al., 2006) to a process control environment in order to extend established training research findings to a novel work environment. The problem of limited attention capacities has been discussed with respect to complex tasks (Gopher, 1996) and the limitation they present for SA (Endsley, 1995b; Wickens & McCarley, 2008). We aimed to enhance this work by analyzing the training of attention management and allocation of limited attention resources in process control.

This study confirmed D&P as a promising approach for teaching novices to successfully diagnose familiar fault states in process control for up to several weeks after training. We recommend that further research identifies the conditions under which D&P is also effective with experienced operators. The present experiment might serve as a starting point for detailed investigation intended to gather further evidence about the effectiveness of EST and EST/SA training in process control. That work could be a promising step in the effort to provide operators with effective training designed to improve attention management and address the problem of limited attention capacities.
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