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1. Introduction

Matrix isolation spectroscopy has been used since 1950s to study highly reactive atomic and molecular species. Rare gas solids are typically used in those studies because of their chemical inertness, and the low temperature required for the matrix formation is an additional asset for the studies. In the present paper we review experiments that have extended the matrix isolation technique to the use of solid $^4$He as the matrix material. Those studies were initiated by one of the authors (AW) together with Sergei Kanorsky in 1994 at the Max Planck Institute for Quantum Optics in Garching (Germany). They were later continued at the Institute for Applied Physics at the University of Bonn and are pursued, since 2000, at the Physics Department of the University of Fribourg (Switzerland). The studies of impurities in solid helium were reviewed in [1,2] and more recently in [3]. This field of solid helium matrix isolation spectroscopy is closely connected with the studies of atomic and molecular impurities in bulk liquid He (reviewed, e.g., in [4]) and in He nano-droplets. The latter research domain was pioneered by the teams of J. P. Toennies in Göttingen and G. Scoles at Princeton in 1993 and has been rapidly expanding since with review articles of the topic being published on average every 2 to 3 years: [5–8]. There is also a very strong connection with studies of defects formed by injected free electrons in liquid and solid He, a research initiated in the 1960s which has remained an active area of research up to date. In fact, the concept of atomic bubbles which forms the basis for the theoretical understanding of atomic defect structures in condensed helium, was first developed in those early studies of electrons in condensed helium. The present paper updates and extends our previous review [3] and presents several new important studies, with the goal of giving a comprehensive picture of today’s knowledge – both experimental and theoretical – on atomic, molecular and electronic defect structures in solid and liquid helium. We will also give a short review of related studies of metal atoms isolated in heavier rare-gas matrices thereby updating an existing review article from 1999 [9]. Several common aspects of matrix isolation in He and in heavier rare gases will be outlined and the specific peculiarities of solid He will be stressed. We also include a chapter on impurity-helium solids bound by van der Waals forces discovered in 1974 by E. B. Gordon and coworkers whose properties were reviewed in [10–12]. With a few exceptions [2,13] the latter research domain is usually considered isolated from other studies.
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of impurities in condensed helium. However, our recent discovery of solid He stabilized by impurity ions points towards a much closer relationship between the two approaches.

2. Solid $^4\text{He}$

Helium ($^4\text{He}$) is a unique substance that becomes superfluid at low temperatures and that solidifies only under an external pressure in excess of 25 bar, even at the absolute zero of temperature (see Fig. 1). Both features are manifestations of the macroscopic quantum nature of condensed helium which is due to the smallness of the He mass and the weakness of the interatomic He-He interaction. The de Broglie wavelength of a He atom $\lambda_B = h/\sqrt{2\pi m_He kT}$ is very large and at low temperatures it becomes comparable to the interatomic separation in condensed helium ($R \approx 3.7$ Å at the solidification pressure at 1.5 K). The He atoms are strongly delocalized (even in the crystalline phase) and form a so-called quantum liquid or quantum solid because of the large overlap of the wavefunctions which makes condensed, i.e., liquid or solid $^4\text{He}$ a macroscopic quantum object. The degree of delocalization is best characterized by the Lindemann ratio $\gamma = \sqrt{\langle u^2 \rangle}/R$ or by the de Boer parameter $\Lambda = \lambda_B/(2\pi\sigma)$, in which $\sqrt{\langle u^2 \rangle}$ is the rms value of the vibrational amplitude of an atom in the matrix and $\sigma$ is the distance at which the interatomic potential passes through zero. For solid He, close to the solidification point both parameters are approximately equal to 0.3, much larger than for any other quantum solid [14].

The interatomic interaction in helium is very close to that of hard spheres (Fig. 2). The potential well at 2.9 Å has a depth of only 5.4 cm$^{-1}$ [15]. It is due to the induced dipole-dipole interaction, which is extremely weak in helium because of its small electric polarizability. At smaller interatomic separations the interaction is strongly repulsive since it is dominated by the Pauli repulsion between the closed electronic $S$-shells. The localization of He atoms in a crystalline lattice requires a zero-point energy $E_Z$ significantly larger than the well depth in the pair potential. The ratio of the kinetic and potential energies of an atom in the crystal is another measure of the quantum properties of the solid. For He this ratio is larger than 1, while for all other rare gas solids is smaller than 1.
The properties of solid He were studied in great detail [16]. In the range of temperatures and pressures relevant for the present review ($T = 1 - 2$ K, $p = 25 - 100$ bar) there exist two crystalline phases of $^4$He (see Fig. 1): hexagonal close-packed (hcp) and the body-centered cubic (bcc) phase. The crystalline structures and the corresponding interatomic spacings were obtained by X-ray and neutron scattering data. Liquid He and both solid phases are highly compressible because of their quantum properties. The elastic constants of bcc and hcp solid He were obtained from measurements of the orientation-dependent sound velocity [17,18]. Recently evidence for a supersolid phase of $^4$He at temperatures below $0.2$ K was obtained [19] and is under active discussion [20].

The molar volume $\nu$ of condensed He as a function of pressure and temperature is shown in Fig. 3 [21]. For liquid He we use the experimental data from [22]. For the hcp solid $\nu(p, T)$ is obtained by fitting the experimental data ($\partial p/\partial T$)$_\nu$ from [23] by a polynomial of a type $\sum_{m,n} a_{mn}\nu^m T^n$. For the small island representing the bcc phase the molar volume is obtained by assuming a constant compressibility (taken from [24]) and by using the measured values of $\nu$ along the melting line from [25].

The density of solid He at the melting point at $1.5$ K is approximately $7\%$ higher than that of liquid He under the same conditions. Condensed He is transparent in all spectral ranges explored in the experiments reported here (UV, visible, IR, and microwave). The boundary between the liquid and the solid phase as well as between the two solid phases can be seen by eye due to their different indices of refraction (as shown in Fig. 35).

3. The atomic bubble model

3.1. Electron bubbles

The structure of the trapping sites of many atomic and molecular impurities in liquid or solid He is well described by the so-called bubble model. This approach was introduced by Jortner et al. [26] to model individual electrons in liquid He for which the expression “electron
bubble” was coined. In this model the quantum many-body problem of the impurity-helium interaction is greatly simplified by using two fundamental properties of condensed helium. First, due to its quantum nature, i.e., the strong overlap of the helium-atom wave functions, condensed helium can be treated as a continuous medium even at the nanometer scale. Second, the interaction between an excess electron and the closed $S$-shells of surrounding He atoms is strongly repulsive due to the Pauli principle and its strength greatly exceeds the interaction strength between neighboring He atoms in the lattice. The repulsion of helium by the dopant exerts an internal pressure by which helium atoms are expelled from the volume occupied by the excess electron and form a small spherical cavity, called electron bubble. The size of the bubble is determined by the balance between the electron-helium repulsion and the external pressure on the bubble surface. The equilibrium configuration can be found by minimizing the total energy of the impurity plus bubble system given by

$$E_{tot} = E_{int} + pV_{bubble} + \sigma S_{bubble} + \frac{\hbar}{8M} \int \frac{(\nabla \rho(R))^2}{\rho(R)} d^3R.$$  \hspace{1cm} (1)

The first term in Eq. 1 represents the interaction between the dopant and the matrix. The energy of the bubble in condensed helium is composed of the pressure-volume work, $pV_{bubble}$, the energy due to surface tension, $\sigma S_{bubble}$, and the volume kinetic energy, i.e., the excess...
zero-point energy due to the localization of the He atoms at the bubble interface, given by the fourth term of Eq. 1, with the He density distribution $\rho(R)$.

The electron energy $E_{\text{int}}$ is found by solving the Schrödinger equation

$$\left[-\frac{\hbar^2}{2m} \nabla^2 + V(r)\right] \phi(r) = E \phi(r). \tag{2}$$

The electron-helium interaction is described by a pseudo-potential $V_{\text{ps}}(r, R)$ which has to be integrated over the bubble

$$V(r) = \int d^3R \rho(R)V_{\text{ps}}(r, R) \tag{3}$$

For a spherically symmetric defect, the helium density $\rho(R)$ is described by the radial trial function

$$\rho(R, R_0, \alpha) = \begin{cases} 0 & R < R_0 \\ \rho_0 [1 - \{1 + \alpha(R - R_0)\} e^{-\alpha(R - R_0)}] & R \geq R_0 \end{cases}, \tag{4}$$

where $\rho_0$ is the bulk helium density and the parameters $R_0$ and $\alpha$ are measures of the bubble radius and the bubble interface thickness, respectively, which are adjusted to minimize the total defect energy $E_{\text{tot}}$.

The further development of the electron bubble model [27–29] included a refined description of the surface tension and the volume kinetic energy, as well as the polarization of He atoms by the embedded electron that gives an additional contribution $V_{\text{pol}}(r, R)$ to the energy of the defect. More recently a hydrodynamic model [30,31] was presented that treats the dynamics of the electron bubble formation in liquid He. The results of numeric calculations [32,33] using the density functional technique are in good agreement with those of the bubble model.

The characteristic radius $R_b$ of the electron bubble, usually defined as the center of gravity of the bubble interface function $\rho(R, R_0, \alpha)$ in liquid He at saturated vapor pressure is about 17 Å. The bubbles are highly compressible and shrink to 11 Å when increasing the pressure to 25 bar. The size of the bubble explains the relatively low mobilities of the electrons observed in liquid helium [34,35]. The bubble model also allows one to calculate energy levels of the electron (bound in the potential well) [36–38]. The transitions between the 1s ground state and the excited 1p and 2p states lie in infrared part of the spectrum. These transitions have been observed experimentally and agree with the predictions of the bubble model (see Sec. 7.1).

### 3.2. Atomic bubbles

The valence electron in an atom has a stronger localization than a free electron due to its attractive interaction with the atomic core and the resulting atomic bubble is smaller than the (pure) electron bubble discussed above. For the same reason the atomic bubble is also less compressible than the electron bubble. In order to account for the interaction of the valence electron with the atomic core, a term $V_{\text{Cs}}$ has to be added to the right hand side of Eq. 3. A further contribution $V_{\text{cc}}$ comes from the polarization of He atoms by the atomic
core of the alkali atom, so that the potential seen by a valence electron moving under the influence of the alkali core and the surrounding He atoms reads

\[
V(\mathbf{r}) = V_{Cs} + \int d^3R \, \rho(\mathbf{r}, \mathbf{R})(\mathbf{R})[V_{cc}(\mathbf{R}) + V_{pol}(\mathbf{r}, \mathbf{R}) + V_{ps}(\mathbf{r}, \mathbf{R})]
\] (5)

First calculations [39–41] of atomic bubbles were performed for excited \(^{4}\text{He}\) atoms in liquid He. For the metastable \(2^3S\) state a spherical bubble with a radius of 5.3 Å was obtained by assuming that the electronic wavefunction of the atom in the bubble is unperturbed. This metastable state is the lower level in optical absorption and emission experiments. For the higher excited states \(3^1S\) and \(3^3S\) the perturbation of the wavefunction is more significant and was taken into account when minimizing the energy of the atom plus bubble system. The wavelengths and spectral lineshapes of the \(2^3S - 2^3P\) transition in absorption and of the \(3^3S - 2^3P\) and \(3^1S - 2^1P\) transitions in emission were calculated and were demonstrated to yield a good agreement with experiments (see Sec. 7.2).

The first calculations [42,43] of bubbles formed by impurity atoms were performed for the alkaline-earth elements Ca, Sr, and Ba for which the interaction energy \(E_{\text{int}}\) was computed using the electronic wavefunctions of the free atom. The energies of electronic transitions derived from those calculations yielded much larger blueshifts than the experimentally observed shifts.

The valence electron in the ground state of an alkali atom is loosely bound in a spherically symmetric \(nS_{1/2}\) orbital and its interaction with condensed helium is very similar to that of a free electron. Extensive calculations of the atomic bubbles formed by alkali (Rb and Cs) atoms in liquid He were reported by Kinoshita et al. [44–46]. The authors used an expansion of the perturbed electronic wavefunctions of the dopant’s valence electron in the basis of unperturbed \(|L, M_L, S, M_S\rangle\) states including only the lowest \(nS\) and \(nP\) states. At saturated vapor pressure they obtained equilibrium bubble radii \(R_b(6S) = 6.5\) Å for the Cs ground state and \(R_b(6P) = 7.9\) Å for its first excited state. The calculated \(nS_{1/2} \rightarrow nP_{1/2}\) transition energies for Rb and Cs agree well with the experimental results.

The Schrödinger equation (Eq. 2) for the valence electron has been solved numerically in [48] for the \(6S_{1/2}\) and \(6P_{1/2}\) states of Cs in spherical bubbles for which the angular and radial variables can be separated due to the spherical symmetry of the problem. The authors of [48] obtained a self-consistent solution for the eigenenergies and electronic wavefunctions of the Cs atom in the bubble. In Fig. 4 we compare these solutions with the radial wavefunctions of the free Cs atom. The bubble parameters correspond to the ground (Fig. 4 (a) and (b)) and excited (Fig. 4 (c)) states. In the same figure the He density distribution \(\rho(R)\) is shown for both cases. These wavefunctions were used to model various experimental observables, such as the hyperfine splitting of the ground state, the radiative lifetime of the excited \(6P_{1/2}\) state, the absorption and emission spectra of the \(6S_{1/2} - 6P_{1/2}\) transition. In all cases a good agreement with experimental results was found (see Sec. 7.3, 8.1 and 9.5) thus consolidating the validity of the bubble model.

In many cases the interaction between the impurity atom and the He atoms can be described by \textit{ab initio} pair potentials \(U(\mathbf{R})\) given in the literature. In particular the alkali-helium pair potentials have been calculated by Pascale [49,50]. The calculations of atomic bubbles can be significantly simplified by writing the impurity-helium interaction energy as
The pair potential $U(R)$ depends on the electronic state of the dopant which is, in general, non-isotropic for states with a non vanishing orbital momentum $L$. As a consequence the equilibrium bubble shape may be non-spherical. Moreover, as discussed below in Sec. 4.1, non spherical bubbles may exist even around spherically-symmetric electronic states due to the anisotropy of the elastic properties of the matrix (in solid helium), or due to the oscillations of the bubble interface (in liquid helium). In that situation the valence electron of the dopant moves in a nonspherical potential and the variables in the Schrödinger equation (Eq. 2) can no longer be separated. Using pair potentials thus greatly simplifies the calculation in those cases. For a given $L$ the interatomic interaction is characterized by a set of potentials

$$E_{int} = \int U(R) \rho(R) d^3R.$$  

(6)
Fig. 5. He density distributions $\rho(R)$ around a Cs atom in the $6S_{1/2}$ ground state (a) and in the $6P_{1/2}$ excited state (b) obtained by density functional calculations [47] (solid lines). Dashed and dotted lines show the valence electron density for the $6S_{1/2}$ and $6P_{1/2}$ state respectively. Reproduced from [47] with kind permission of Springer Science and Business Media.

$U_{L,M_L}(R)$. For each atomic pair the quantization axis is taken along the internuclear axis and the interaction Hamiltonian $H_{\text{diatom}}(R)$ is represented by a diagonal $2L + 1 \times 2L + 1$ matrix with diagonal elements equal to $U_{L,M_L}(R)$ ($+M_L$ and $-M_L$ states being degenerate). The system of coordinates is then rotated in such a way, that the new $z$ axis coincides with the quantization axis chosen for the bubble. Under this rotation the Hamiltonian matrix is transformed according to

$$\tilde{H}_{\text{diatom}}(R, \theta, \phi) = D_L^{\ast}(\theta, \phi)H_{\text{diatom}}(R)D_L(\theta, \phi),$$

where $D_L(\theta, \phi)$ are Wigner rotation matrices. The total interaction Hamiltonian $H_{\text{int}}$ is obtained by an integration of the pair interactions, weighted with a He density distribution that reflects the bubble configuration, as in Eq. 6. Finally, the eigenenergies of the atom in the bubble are obtained by diagonalizing $H_{\text{int}}$ and adding the bubble energy (Eq. 1). This approach was used in a number of publications, including earlier works on Cs in liquid and solid helium [51,1], as well as for the alkaline-earth elements Mg [52–54], Ca [52,55,56], Sr [52], and Ba [57,51,1,52,55], and Yb$^+$ ions [58].
The trapping site structures of Na, Cs, and Al in liquid He were also modeled using Monte Carlo and density functional techniques treating helium atoms as individual objects \cite{47,59,60}. The results of these simulations for the spherically symmetric ground states of alkalis are very close to that of a bubble model calculations. The helium density profiles at the bubble interface obtained in \cite{47} are shown in Fig. 5. One can see that the more sophisticated density functional calculations show a helium shell structure around the impurity that is not taken into account by the simple function Eq. 4 usually used to model the bubble interface (see Fig. 4).

3.3. Electronic transitions in atomic bubbles

Accordingly to the Frank-Condon principle, the shape and the size of the bubble do not change during the electronic transition since the transition occurs on a time scale shorter than the bubble oscillation period. Once the embedded atom is excited the bubble relaxes to a larger radius that reflects the larger extension of the excited state wavefunction. Assuming that the bubble expansion proceeds at the speed of sound, one can estimate that this relaxation occurs on a picosecond time scale. The fluorescence transition occurs in the larger bubble in which the excited state lives for a few ten ns, close to the free atomic lifetime.

In order to calculate the lineshapes of the optical absorption lines of atomic bubbles, the following procedure has been applied \cite{42–45,55,48}. The broadening of the atomic spectral lines is attributed to the spatial extension of the electronic wavefunctions due to radial (breathing mode) bubble oscillations. The probability distribution for finding a bubble with radius $R$ is given by $|\Phi(R)|^2$, where $\Phi(R)$ is the wavefunction associated with the bubble vibration. It is found by solving the one-dimensional Schrödinger equation

$$\left[-\frac{\hbar^2}{2M_b} \frac{d^2}{dR^2} + E_{tot}(R)\right]\Phi(R) = E_b\Phi(R), \quad (8)$$

where $E_{tot}(R)$ is the total energy of the atom plus bubble system (Eq. 1) that depends on the oscillating bubble radius $R$. $M_b = 4\pi R_b^3 \rho_0 m_{He}$ is the hydrodynamic mass of the bubble and $E_b$ the vibration eigenenergy. The calculations \cite{45,48} have shown that the splitting between the vibrational ground state and the first excited vibrational level is equivalent to several Kelvin, so that at the temperature $T \approx 1.5$ K around which most experiments are performed only the lowest vibrational state is populated. To each bubble radius $R$ corresponds a given transition energy with a relative weight given by $|\Phi(R)|^2$. An equivalent procedure can be applied for calculating the emission spectra. In that case one starts from breathing mode oscillations of the bubble corresponding to the excited state.

A similar technique was applied \cite{61,62} to model the spectral profile of the $1s \rightarrow 1p$ absorption line of electron bubbles in liquid He, taking into account not only breathing but also quadrupolar bubble oscillation modes.

Another approach for the calculation of the absorption and emission lineshapes may be used in the case, when the impurity-helium pair potentials are known \cite{57,1,51,54}. Instead of considering the collective motion of He atoms (bubble oscillations), one can treat the He atoms as independent perturbers and apply the standard adiabatic line-broadening theory \cite{41}. In this approach the lineshapes are calculated from the Fourier transform of the optical dipole autocorrelation function $C(\tau)$ represented by
Fig. 6. Calculated potential energy (solid black line) of the Cs $6S_{1/2}$ and $6P_{1/2}$ states in a spherical bubble including the bubble energy as a function of the bubble radius $R_0$ together with the probability distribution $\Phi(R_0)^2$ shown as a blue curve.

$$C(\tau) = \exp \left\{ - \int (1 - \exp(-i\Delta\nu(R)\tau))\rho(R)d^3R \right\},$$

(9)

where $\Delta\nu(R)$ is the shift of the dopant’s transition energy due to a single He atom located at position $R$ and $\rho(R)$ gives the probability to find a He atom at this position.

A combination of the two methods outlined above was used in [58,56], where even higher order (quadrupolar) oscillation modes were taken into account.

3.4. Atomic bubble model for isotropic solid He

Electron bubbles in solid He were considered for the first time by Cohen and Jortner [63] who suggested that bubbles in solid helium should not differ significantly from bubbles in liquid He. Their estimation showed that the additional energy due to the strain produced in the He crystal – treated as an isotropic elastic solid – is negligible. This was confirmed by spectroscopic studies of electron bubbles in liquid [64,65] and in solid He [66] which revealed no discontinuity of the optical transition frequencies at the phase transition. The first experiments with atomic barium in solid He [67,57] showed that this conclusion also holds for atomic bubbles. However, detailed studies of the absorption and emission spectra of Cs atoms in liquid [44–46] and in solid [51,68,48] helium revealed a number of well pronounced effects that occur at the liquid-solid phase transition as well as at the transition from the body-centered cubic (bcc) to the hexagonal close-packed (hcp) crystalline phase. Analyzing the observed discontinuity of the $6S_{1/2} \rightarrow 6P_{1/2}$ transition wavelength at the liquid-bcc phase boundary, we have adapted the liquid atomic bubble model to bubbles in solid He.
by a characteristic new term in the expression for the bubble energy.

As described in detail in Sec. 6.1, the doping of solid helium proceeds in two steps: injection of atoms into liquid helium (formation of liquid bubbles) followed by a solidification of the sample by heat exchange with the surrounding solid helium which induces the transition to the solid bubbles. In liquid He the equilibrium bubble radius $R_b$ is determined by the balance between the repulsive Cs-He interaction $E_{\text{int}}$ and the bubble energy which is minimized for $R_0 \to 0$ (Eq. 1). The former contribution is proportional to the He density $\rho$ (see Eq. 5), while the latter is dominated by the $pV$ term and is thus proportional to the He pressure. At the liquid-solid phase boundary the helium density increases by 8% without any change in the helium pressure. The bubble thus tends to expand. In liquid He, the expansion of the bubble would simply displace surrounding helium at constant pressure. However, in the solid phase the bubble expansion proceeds via a compression of the solid around the bubble since the total sample volume is fixed. The resulting elastic force $F_{\text{elastic}}$ counteracts the force $F_{\text{Cs-He}}$ acting on the bubble interface from inside and a new equilibrium is established.

For the spherical bubble one obtains [48]

$$F_{\text{elastic}} = -F_{\text{Cs-He}} = -\frac{\partial E_{\text{int}}}{\partial R_0} \bigg|_{R_0 = R_{\text{eq}}},$$

where $R_{\text{eq}}$ is the equilibrium bubble radius for a given electronic state of the atom. The deformation energy is then given by $F_{\text{elastic}} \Delta R$, where $\Delta R = R_{0, \text{solid}} - R_{0, \text{liquid}}$ is the difference between the equilibrium bubble radii in solid and in liquid He, and Eq. 1 defining the total defect energy becomes

$$E_{\text{tot}} = E_{\text{int}} + \frac{4}{3} \pi R_b^3 p + 4 \pi R_b^2 \sigma + \frac{\hbar}{8M} \int \left( \nabla \rho(R) \right)^2 \rho(R) d^3 R - \frac{\partial E_{\text{int}}}{\partial R_0} \bigg|_{R_0 = R_{0, \text{liquid}}} \Delta R.$$ (11)

The additional term leads to an equilibrium bubble size in bcc He which is slightly smaller than the bubble size in liquid and accounts for the marked jumps in the absorption and emission wavelengths at the liquid to solid (bcc) phase transition (see Sec. 7.3).

4. Deformed bubbles

4.1. Anisotropy of elastic properties of solid He

The treatment of atomic bubbles reported in [48] addressed only the spherically symmetric $6S_{1/2}$ and $6P_{1/2}$ states of Cs and assumed solid helium to be a continuous medium with isotropic elastic properties, so that the resulting bubbles obviously have a spherical symmetry. However, it is well known that the elastic properties of solids depend on their crystalline structure and are in general anisotropic. The generalized Hooke's law is usually written as

$$\Sigma_{ij} = C_{ijkl} \varepsilon_{kl},$$

where $\Sigma_{ij}$ and $\varepsilon_{kl}$ are the stress and strain tensors of rank 2, and where $C_{ijkl}$ is the stiffness tensor of rank 4. The explicit orientational dependence of Young’s modulus $E(n)$ for cubic and hexagonal crystals can be expressed by compact analytical formulas [69] derived using the tensor formalism.
\[ \frac{1}{E(n)} = n_i n_j C_{ijkl}^{-1} n_k n_l, \]  

(13)

where \( n \) is the unit vector specifying the direction. The angular dependence of \( 1/E(n) \) for the crystal structures of interest here [Fig. 7(a) and (b)] illustrates the anisotropy of the elastic properties of solid \(^4\)He.

Fig. 7. Angular dependence of \( 1/E(n) \) for (a) bcc (1.5 K, 26.6 bar) and (b) hcp (1.5 K, 27 bar) solid helium in units of \( 10^7 \) Pa.

The stiffness tensor in hcp crystal reflects well the relative hardness of the crystal along the c-axis compared to the softer (and isotropic) elasticity along the basal plane. For bcc the crystal is harder along the space diagonals compared to deformations perpendicular to the unit cell’s faces. We note the different scales in Figs. 7(a) and (b): the hcp crystal is much harder than the bcc crystal for any direction of the applied stress.

The symmetry properties of the stiffness tensor can be better seen by decomposing \( \frac{1}{E(n)} \) into multipole moments according to

\[ \frac{1}{E(n)} = \sum_{l=0}^{4} \sum_{m=-l}^{l} a_{l,m} Y_l^m(\vartheta, \phi) . \]

(14)

Because of the rank 4 nature of the tensor only multipoles up to \( l = 4 \) contribute to the expansion. For bcc the expansion has the form

\[ \left( \frac{1}{E(n)} \right)_{bcc} \propto Y_0^{(0)}(\vartheta, \phi) - a Y_4^{(4)}(\vartheta, \phi) - b \text{ Re } Y_4^{(4)}(\vartheta, \phi) , \]

(15)

while for hcp one finds

\[ \left( \frac{1}{E(n)} \right)_{hcp} \propto Y_0^{(0)}(\vartheta, \phi) - c Y_2^{(2)}(\vartheta, \phi) + d Y_4^{(4)}(\vartheta, \phi) . \]

(16)

Due to the anisotropy of Young’s modulus the elastic force \( F_{\text{elastic}} \) exerted on the atomic bubbles has an orientational dependence. The shape of the bubble interface resulting from the equilibrium between the repulsive forces between He atoms and a dopant atom and the elastic restoring forces (Eq. 10) will thus become non-spherical, even if the dopant atom is in a spherically symmetric state. One therefore expects that the atomic bubbles are deformed, both in bcc and in hcp crystals.
Fig. 7 shows that the anisotropy is more pronounced in the cubic phase than in the hexagonal phase. Together with the softer nature of the bcc crystal one might be led to conclude that deformation effects might be more pronounced in bcc than in hcp. However, as the multipole analysis shows the anisotropy of the bcc crystal is given by $l = 4$ (hexadecupole) contributions, while the lowest order anisotropy in hcp is given by a $l = 2$ (quadrupole) contribution. As we will see below the interaction of the atom with bubble deformations drops rapidly with the increasing multipolarity of the anisotropy. In this sense the bcc matrix may be considered to be an isotropic medium with respect to its perturbation of atomic wavefunctions.

The question whether or not nanometer-scale structures can still be described in a meaningful way by the macroscopic concept of Young’s modulus and whether its effects on experimental observations makes sense will be addressed in the following section.

4.2. Deformed bubbles in hcp phase

Static atomic bubble deformations in the hcp phase of solid He have been addressed for the first time by Kanorsky et al. [70]. A detailed account of the calculation of atomic bubble shapes formed by a Cs atom in the spherically symmetric $6S_{1/2}$ ground state in the anisotropic hcp solid He will be given in [71]. The interaction between Cs and He is modelled using the pair potential $U_{6S}(R)$ from [50]. The calculation starts with a spherical bubble, following the model described in Sections 3.2 and 3.4 yielding the equilibrium spherical bubble radius $R_b$ [48]. The deformation is introduced by giving the parameter $R_0$ entering the expression for the He density (Eq. 4) an explicit angular dependence. Since the leading anisotropy term in the multipole expansion of the stiffness matrix in hcp (Eq. 16) is proportional to $Y_0^{(2)}$ one can represent $R_0$ as

$$R_0(\vartheta) = R_{sp} \left[ 1 + \beta \frac{3 \cos^2 \vartheta - 1}{2} \right]. \quad (17)$$

The bubble radius parameter $R_{sp}$ defines the average size of the bubble and $\beta$ characterizes the degree of bubble deformation. Note that the angular integration of the second term in (17) vanishes.

The force acting on a surface element $dS(\vartheta, \phi)$ of the bubble interface is calculated as the derivative of the interaction energy between the Cs atom and all He in the line of sight of the surface element

$$F_{Cs-He}(\vartheta) = \frac{d}{dR_{sp}} \int_{R_0(\vartheta)}^{\infty} U_{6S}(R) \rho(R, \vartheta) R^2 dR, \quad (18)$$

and the elastic force is given by

$$F_{\text{elastic}} = -F_{Cs-He} = F_{\text{spher}} + F(\vartheta). \quad (19)$$

The effect of the isotropic elastic force $F_{\text{spher}}$ is discussed in Sec. 3.4, and the bubble deformation is due to the $\vartheta$-dependent force $F(\vartheta)$. This force acts along $\mathbf{R}$ and has both normal, $F_n$, and tangential, $F_t$, components with respect to the local (deformed) interface. The longitudinal and shear stresses are proportional to $F_n$ and $F_t$ respectively. The strain $\varepsilon$ defined
in Section 4.1 can be calculated from Hooke’s law (Eq. 12) in which the numerical values of the elements of the stiffness tensor for hcp are taken from [17]. The change of the bubble radius in the direction $\hat{R}(\vartheta, \phi)$ is given by the projection of the longitudinal strain onto this direction, followed by an integration over $R$. On the other hand, a change of the radius in that direction is given by $\frac{1}{2} R_{sp} \beta (3 \cos^2 \vartheta - 1)$ according to Eq. 17. From this we find a deformation parameter $\beta = 0.07$ after using an iterative procedure [71]. The value is consistent with an earlier experimental determination (see Sec. 9.5 and 9.8). In Fig. 8 we show $R_0(\vartheta)$ corresponding to this deformed bubble.

4.3. Interaction of a Cs atom with a deformed bubble

If the bubble shape is known one can apply perturbation theory to find the wavefunction and energies of the atom embedded in the bubble. With this knowledge it should then be possible to infer specific effects of the bubble deformation on the optical transitions and on the intra-/inter-multiplet magnetic resonance transitions.

The Hamiltonian of the valence electron in a deformed bubble atom is given by Eq. 5, modified to give the helium density an explicit $\vartheta$ dependence. The electronic wavefunction $\Psi$ is represented in the basis of unperturbed atomic wavefunctions $|n, L, M_L, S, M_S \rangle$ and the interaction with the bubble deformation is treated as a perturbation $V_{\text{bub}}(r, \vartheta, \phi)$. If the deformation has a specific multipolarity, described by an angular dependence $Y_m^l(\vartheta, \phi)$, it is reasonable to assume that the perturbing Hamiltonian has the same symmetry, so that the perturbation Hamiltonian can be written as

$$V_{\text{bub}}(r, \vartheta, \phi) = V_0(r) \left[ Y_0^{(0)} + a_{lm} Y_m^l(\vartheta, \phi) \right]$$

$$\equiv V_{\text{bub}}^{\text{spher}}(r) + a_{lm} V_0(r) Y_m^l(\vartheta, \phi),$$

in which the first term describes the perturbation of the free atom by a spherical bubble and the second term its perturbation by the bubble anisotropy. The angular momentum selection...
rules imply that any perturbation with \( l \neq 0 \) will mix a given orbital angular momentum state \(|L\rangle\) of the atom with states up to \(|L + l\rangle\).

In a spherical bubble (\( \beta = 0 \)) the perturbation potential \( V_{\text{bub}} = V^\text{spher}_{\text{bub}} \) is scalar, i.e., independent of \( \vartheta \). It can thus not couple states with different orbital momenta but is capable of mixing \( nS_{1/2} \) states with different principal quantum numbers \( n \). The ground state wavefunction \( \tilde{6}S_{1/2} \) perturbed by a spherical bubble can therefore be expanded in terms of unperturbed \( nS_{1/2} \) wavefunctions. By an explicit comparison with the exact solution obtained in \([48]\), we have shown that 99\% of the Cs-He interaction energy of the perturbed ground state can be accounted for by mixing \( nS_{1/2} \) with \( n = 7 \ldots 9 \) into the \( n = 6 \) ground state.

4.3.1. Perturbation of the ground state in the hcp phase

As shown by Eq. 16 the lowest order bubble deformation in hcp has a \( l = 2 \) (quadrupole) character, so that the perturbation operator can be written as

\[
V^\text{hcp}_{\text{bub}}(r, \vartheta, \phi) = a_{20} V_0(r) Y^{(2)}_0(\vartheta, \phi). \tag{22}
\]

Because of its symmetry \( V^\text{hcp}_{\text{bub}} \) has the selection rule \( \Delta L = 0, \pm 2 \) (\( \Delta L = \pm 1 \) is forbidden by parity conservation) which imply that the only non-vanishing matrix elements couple the ground state to excited \( nD \) states. Let us first address the effect of \( V^\text{hcp}_{\text{bub}} \) on the hyperfine Zeeman levels of the \( 6S_{1/2} \) ground state of Cs.

The selection rule \( \Delta L = 2 \) implies that hexagonal bubbles do not affect the ground state energy in first order. The second order perturbation yields a global lowering of the ground state energy levels which does not depend on \( F \), nor on \( M \). Using unperturbed level energies and considering only the contribution from the lowest lying \( 5D \) states the second order shift of the ground state energy is

\[
\Delta E^{(2)} = -87.3 \varepsilon_{6S,5D}^2 \text{THz} = -2912 \varepsilon_{6S,5D}^2 \text{cm}^{-1}, \tag{23}
\]

where the \( S - D \) mixing coefficient \( \varepsilon_{6S,nD} \) is given by

\[
\varepsilon_{6S,nD} = \frac{\langle nD | V^\text{hcp}_{\text{bub}} | 6S \rangle}{E_{6S} - E_{nD}}. \tag{24}
\]

Since \( \varepsilon_{6S,5D}^2 \approx 10^{-3} \) (see Sec. 9.8 below) the bubble deformation-induced shift of the ground state is approximately \(-3 \text{ cm}^{-1}\).

It is interesting to note the similarity of the present calculation with the calculation of the Stark effect in second and third order \([72]\), in which the perturbation operator has the structure \( V_{\text{St}} \propto z \propto f(r) Y_0^{(1)} \), and in which the second order perturbation of the \( 6S_{1/2} \) state also gives an \( F \) and \( M \)-dependent energy shift.

From the perturbative treatment of the Stark effect it is known that third order perturbation theory which treats the Stark and hyperfine interactions at an equal level yields \( F \) - and \( M \)-dependent energy shifts of the ground state levels. We may apply the general expression of the third order energy perturbation

\[
\Delta E^{(3)}(\alpha) = \sum_{\beta \neq \alpha, \gamma \neq \alpha} \frac{\langle \alpha | W | \beta \rangle \langle \beta | W | \gamma \rangle \langle \gamma | W | \alpha \rangle}{(E_{\alpha} - E_{\beta})(E_{\alpha} - E_{\gamma})} - \langle \alpha | W | \alpha \rangle \sum_{\beta \neq \alpha} \frac{|\langle \beta | W | \alpha \rangle|^2}{(E_{\alpha} - E_{\beta})^2}, \tag{25}
\]
Fig. 9. Effect of a deformed bubble – represented as a spherical bubble plus a quadrupolar excess/defect mass distribution – on a spherically symmetric alkali atom. The deformation admixes fractions of D-orbitals into the ground state’s S-orbital thereby producing an electronic density distribution which reflects the bubble shape.

of the ground state $|\alpha\rangle = |6S_{1/2}, F, M\rangle$ energies to the present problem by setting $W = V_{\text{bub}} + H_{\text{hfs}}$.

The energy shifts resulting from the second term of Eq. 25 do not depend on $M$, but they do yield a red shift of the hyperfine transition frequency

$$
\Delta E_{\text{hf}}^{\text{def.bub}} (6S_{1/2}) = \Delta E^{(3)} (6S_{1/2}, 4, M) - \Delta E^{(3)} (6S_{1/2}, 3, M)
$$

(26)

$$
= -\frac{4}{5} A_{\text{hf}} (6S_{1/2}) \sum_{nD} \varepsilon_{6S,nD}^2.
$$

(27)

In Sec. 9.5 we will use the last result for an analysis of the change of the hyperfine frequency at the bcc-hcp phase boundary. The analysis of this shift has allowed the authors of [70] to infer a $6S - 5D$ mixing coefficient of 3% and from that a bubble deformation parameter of $\beta = 6-7\%$, that was later confirmed by the calculation [71] based on the elastic anisotropy of solid He.

After applying the Wigner-Eckart theorem, angular momentum decoupling rules and algebraic summations, the first term of Eq.(25) reduces to

$$
\Delta E^{(3)} (6S_{1/2}, 3, M) = \sum_{nD} \frac{18A_{\text{hf}} (nD_{3/2}) - 63A_{\text{hf}} (nD_{5/2})}{100} \varepsilon_{6S,nD}^2
$$

+ \sum_{nD} \frac{A_{\text{hf}} (nD_{5/2}) - A_{\text{hf}} (nD_{3/2})}{100} \varepsilon_{6S,nD}^2 (3M^2 - 12),
$$

(28)

and

$$
\Delta E^{(3)} (6S_{1/2}, 4, M) = \sum_{nD} \frac{-14A_{\text{hf}} (nD_{3/2}) + 49A_{\text{hf}} (nD_{5/2})}{100} \varepsilon_{6S,nD}^2
$$

- \sum_{nD} \frac{A_{\text{hf}} (nD_{5/2}) - A_{\text{hf}} (nD_{3/2})}{100} \varepsilon_{6S,nD}^2 (3M^2 - 20),
$$

(29)

The explicit $M$-dependence of the latter expressions makes that these contributions shift the magnetic resonance transition frequencies between Zeeman sublevels. This effect may even
lift the Zeeman degeneracy (crystal field splitting) in the absence of an applied external magnetic field. With Cs in hcp $^4$He this splitting is large enough (10 kHz) to be measured, an effect that will be analyzed in Sec. 9.8.

4.3.2. Effects of deformed bubbles in hcp on excited states

For the detailed analysis of the optical absorption spectra presented in Sec. 7.3 it is important to know the perturbation of the excited states by its interaction with a deformed bubble. Because of the lower symmetry of the excited $6P_{1/2}$ and $6P_{3/2}$ states, compared to the highly symmetric ground $6S_{1/2}$ state the deformed bubble Hamiltonian $V_{\text{bub}}^{\text{hcp}}$ lifts the $M_J$ degeneracy of the $6P_{3/2}$ sublevels already in first order perturbation theory via

$$E^{(1)}(6P_{3/2}, M_J) = \langle 6P_{3/2}, M_J | V_{\text{bub}} | 6P_{3/2}, M_J \rangle.$$  

As a consequence the state splits into two doubly-degenerated components with $M_J = \pm 1/2$ and $M_J = \pm 3/2$, corresponding to an alignment of the dumbbell-shaped $P$-orbital either along or across the deformed bubble. This effect leads to a splitting of the $D_2$ absorption line (Fig. 19(b)). In second order, the perturbation mixes $M_J = \pm 1/2$ sublevels belonging to different $nP_J$ states. In Cs the largest contribution is due to $6P_{1/2}$-$6P_{3/2}$ mixing given by

$$E^{(2)}(6P_{J=L\pm 1/2}, M) = \pm \left| \frac{\langle 6P_{3/2}, M | V_{\text{bub}}^{\text{hcp}} | 6P_{1/2}, M \rangle^2}{\Delta E_{FS}(6P)} \right|,$$

where $\Delta E_{FS}(6P) = 554 \text{ cm}^{-1}$ is the fine-structure splitting. The unperturbed $6P_{1/2}$ orbital is spherically symmetric. The admixture of the $6P_{3/2}$ state deforms it into an apple-shaped orbital that fits better into the deformed bubble. Therefore both $M_J$ components of the $6P_{1/2}$ state are shifted to lower energies and the corresponding absorption line shifts to the red, as observed in experiments [48] at the bcc-hcp phase transition. The same effect shifts the $M_J = \pm 1/2$ component of the $6P_{3/2}$ state to higher energies thus increasing the (first order) splitting of the $D_2$ absorption line.

It is interesting to note that a static quadrupolar deformation as described by Eq. 17 was considered in [65] for electron bubbles in superfluid He, trapped at vortices and experiencing an anisotropic Bernoulli pressure. The deformation is rather small ($\beta = 0.023$) and the resulting splitting of the $M_L$ components of the $1p$ state is about $30 \text{ cm}^{-1}$, much smaller than the $1s - 1p$ transition linewidth.

4.3.3. Perturbation of the ground state in the bcc phase

Because of the elastic anisotropy discussed above (Sec.4.1) the shape of the bubbles in bcc $^4$He has a contribution with a $l = 4$ (hexadecupole) symmetry, so that the perturbation operator acquires a contribution with the same symmetry

$$V_{\text{bub}}^{\text{bcc}}(r, \vartheta, \phi) = V_0(r) \left[ a_{40} Y_0^{(4)}(\vartheta, \phi) + a_{44} \text{Re} Y_4^{(4)}(\vartheta, \phi) \right].$$

This interaction will mix atomic states with different orbital momenta $L$. Angular momentum and parity conservation imply that $nS$ states will be mixed with $n'G$ states, while $nP$ states will be mixed with $n'F$ and $n''H$ states ($P - G$-mixing being forbidden by parity conservation).
Because of the $\Delta L \neq 0$ selection rule the perturbation will produce no first order effect. In second order perturbation theory the deformed bubble will give a common shift to all ground state hyperfine Zeeman levels on the order of

$$\Delta E^{(2)} \approx \frac{\langle nG | V_{\text{bcc}}^{\text{bub}} | 6S \rangle}{\Delta E_{6S,nG}} \tag{32}$$

based on similar arguments as presented in Sec. 4.3.1 for bubbles in hcp crystals. From the same arguments one expects that the interaction (Eq. 31) yields $F$- and $M$- dependent level shifts in third order. The $F$-dependent level shifts are suppressed with respect to Eq. 32 by $\Delta E_{hfs}(6S)/\Delta E_{6S,nG}$, where the energies refer to the hyperfine structure and optical transition frequencies, respectively. If present, such an effect may be inferred from the pressure dependence of the $6S(F = 4, M = 0) - 6S(F = 3, M = 0)$ clock transition frequency near the liquid-bcc phase transition. A clear signature would be a jump of the transition frequency (plotted versus He density) that cannot be accounted for by spherical bubble model predictions. A quantitative statement about such an effect is not possible with present knowledge. Even though the pressure dependence of the hyperfine transition frequency in bcc has been explored experimentally [73], it has only been observed under conditions of saturated vapor pressure in the liquid phase [74]. On the other hand one expects the $M$-dependent effects that appear in third order to be suppressed by $\Delta E_{hfs}(nG)/\Delta E_{6S,nG}$ with respect to Eq. 32, which will be much smaller than the corresponding effect (10 kHz) in hcp $^4$He (cf Sec. 9.8) because of the smallness of the hyperfine splitting in the $nG$ states and their large excitation energy.

4.4. Bubbles of non-spherical electronic states

The shape of the bubble formed around an excited state of an electron in liquid He was analyzed in [75–79]. A simplified bubble model was applied that assumed a sharp bubble interface and neglected the penetration of the electron wavefunction into the helium as well as its polarization energy $V_{\text{pol}}(r,R)$. The angular dependence of the bubble radius was represented by a superposition of axially symmetric spherical harmonics $Y_{0}^{(l)}$, adjusted such as to minimize the total defect energy. The equilibrium bubbles formed by the excited $1p$ and $2p$ states were found to be dumbbell-shaped. With increasing He pressure the diameter of the dumbbell’s neck decreases and vanishes almost completely above 10 bar. This result led the author of [75] to speculate whether a fission of the excited electron bubble might occur, yielding an interesting quantum object described by a delocalized split wavefunction, each part of which would be contained in a localized bubble.

This hypothesis was criticized in a number of works [80–83] that insisted on the indivisibility of the electron. As suggested in [82], the relaxation of the excited-state bubble towards the dumbbell-like configuration results in nearly degenerate $1s$ and $1p$ states and in the excitation of an anti-symmetric bubble oscillation mode featuring a synchronous shrinking of one half and an expansion of the other half. The adiabatic (Born-Oppenheimer) approximation becomes invalid when the characteristic tunneling time between the two bubbles becomes comparable to the period of the bubble oscillation. Under those conditions the probability of a radiationless $1p \rightarrow 1s$ transition becomes very high and the system returns to the ground
state on a time scale shorter than the fission time. Another line of argumentation [81] considered the split electron as a coherent delocalized superposition state as stated above with equal probabilities to be found in either half of the bubble. In that case the interaction with the vibrating bubble interface leads to a fast decoherence and the superposition state collapses to a localized state. More recently the 1p and 1d electron bubbles were modeled using the density functional method [84] that provides a more realistic description of the bubble interface than the simplified model of [75]. Those calculations show that the waist of the dumbbell-shaped 1p bubble has a finite diameter and that a splitting of the bubble in two does not occur. The 1s state in the deformed excited state bubble is shifted to a higher energy which still lies 290 cm$^{-1}$ below the 1p state.

The problem of non-spherical atomic bubbles was addressed in several papers [57, 47, 54] in which fluorescence spectra from excited atomic states with non-spherical orbitals were calculated. For the 6P$^{3/2}$ state of Cs and the 3P state of Na [47] a strong deformation of the bubble and a large increase of the He density in the regions of reduced electron density of the dopant (two dimples of the apple-shaped 6P$^{3/2}$ orbitals and a nodal plane of the dumbbell-shaped 3P$_z$ orbital) were obtained. Both effects were interpreted as signatures of Cs$^*$He$_2$ and Na$^*$He$_4$ exciplexes that will be discussed in detail in Sec. 5 and 7.4.

The bubble formed around an excited Ba atom in the 1P$_1$ state was modeled in [57] assuming an angular dependence of the bubble radius as given by Eq. 17. The best fit to the observed dependence of the fluorescence wavelength on He pressure was achieved with a parameter $\beta = 0.35$, corresponding to a strongly deformed bubble shown in Fig. 8.

For the 1P$_1$ excited state of Mg both the Mg$^*$He$_{10}$ exciplex [85] and a deformed bubble [54] have been considered. Different bubble shapes were proposed [54] with quadrupolar (Eq. 17, $\beta = 0.413$) and higher order deformations. In that case the total energy of the defect is minimized for a bubble radius given by

$$R_0(\vartheta) = R_{sp} \left[ 1 + \beta \left(1 - \frac{315}{128} \cos^8 \vartheta \right) \right].$$  \hspace{1cm} (33)

4.5. Dynamic bubble deformations

Vibrations of the bubble interface were already considered in the early studies [86, 37, 87] of electron bubbles in liquid helium, where the electron’s energy was modeled by a simple square well potential. Spherical bubbles subjected to breathing and quadrupole distortions were considered as well. More recently [61, 62], bubble shape oscillations described by $Y_{l}^{(l)}$ and $Y_{m}^{(l)} \pm Y_{m}^{*(l)}$ type deformations with $l = 0, 2, 3$ were analyzed at different temperatures and He pressures. The calculations show that all types of vibrations oscillate at frequencies on the order of $10^{10}$ Hz that increase with helium pressure.

The authors of [61, 62] have modeled the 1s $\rightarrow$ 1p transition lineshapes using the method described in Sec. 3.3. Good agreement with the experimental results of [65] was achieved when breathing and quadrupole oscillation modes were taken into account.

Quadrupolar oscillations lift the degeneracy of the $M=0$ and $M = \pm 1$ levels of the 1p excited state (Jahn-Teller effect) [37]. However, due to the very large spectral width of the 1s $\rightarrow$ 1p transition such a splitting was never observed experimentally.
Atomic absorption lines in condensed helium, on the other hand, have been studied with a better spectral resolution and have allowed a comparison between calculated and measured lineshapes. Quadrupolar atomic bubble oscillations were first considered in [46,47] for explaining the characteristic doubly-shaped contour of the $nS_{1/2} \rightarrow nP_{3/2}$ excitation line of Rb and Cs in superfluid He. The splitting of the excited $nP_{3/2}$ states is due to the same mechanism as discussed in Sec. 4.4 for excited Cs atom in bubbles with a static quadrupole deformation. In the case of dynamic bubble deformations the perturbation is time-dependent and the effect has to be averaged over the oscillation period (in an adiabatic approximation). We will come back to this point in Sec. 11.2.

A more general approach including monopole (breathing mode), dipole, and quadrupole modes of bubble oscillations was applied in [58,56] for the analysis of the excitation spectra of Yb$^+$ ions and Ca atoms in liquid helium. For Yb$^+$ [58] the situation is very similar to that of alkali atoms. Both dipole and quadrupole types of vibrations split the $4f^{14}6p^2P_{3/2}$ state into two components and do not affect the $4f^{14}6p^2P_{1/2}$ state. The splitting by the quadrupole vibrations is much larger and dominates over the splitting of the $D_2$ line absorption spectrum. For Ca, the authors of [56] claim that the $4s4p^1P_1$ state is split by the dipole oscillation mode into two components and by the quadrupole mode into three components. The latter statement seems to be erroneous, since the quadrupole perturbation cannot split the $M_L = \pm 1$ sublevels. All other studied excited states of Ca, the metastable $4s4p^3P_0$ and the $4s5s^3S_1$ state are spherically symmetric and are therefore not split by the bubble deformations. The splitting of the $^1P_1$ state of Ca is much smaller than in Yb$^+$ and in the alkalis and cannot be resolved. The resulting spectral profile of the $^1S_0 \rightarrow ^1P_1$ absorption line is strongly asymmetric, in contrast to that of the $^3P_0 \rightarrow ^3S_1$ transition. For both elements the experimental absorption spectra [58,56] were found to agree well with the calculated ones.

The interaction with the vibrating bubble can also lead to a lifting of selection rules and to an enhancement of forbidden transitions. This effect was studied theoretically for the $1s \rightarrow 1d$ transition in the electron bubble in liquid He [88].

### 4.6. Molecular bubbles

Small molecules are also known to form microscopic bubbles in condensed He. Already in early studies [89] of He$_2^*$ excimers in liquid He it was suggested that such molecules reside in bubbles, similar to the bubbles formed by excited He$^*$ atoms.

First calculations of molecular bubble were reported for the hydrogen molecule [90] and used to interpret the observed $e^3\Sigma_u \rightarrow a^3\Sigma_g$ fluorescence (see Sec. 7.6). A spherical shape was assumed for bubbles formed by both molecular states. The interaction between the valence electron of the molecule and surrounding helium was modeled by a pseudopotential and the radial Schrödinger equation was solved as discussed in Sec. 3.2. As a result, the spectral shift of the fluorescence could be predicted with sufficient accuracy, although the spectral width was underestimated. Density functional calculations of the bubble formed by H$_2$ in liquid He were presented more recently [91]. The calculations [91] have shown a strongly anisotropic H$_2$-helium interaction that favors exciplex formation in the $e^3\Sigma_u$ state. Only for a freely rotating molecule the spherically averaged interaction results in the formation of a
bubble with a radius of $\approx 10 \, \text{Å}$, in agreement with the model of [90].

Density functional calculations were also reported for triplet states of He$_2^*$ excimers in liquid He [92]. For the nearly spherically symmetric metastable a$_3^3\Sigma_u$ state a bubble with a radius of 7 Å was obtained. For the b$_3^3\Pi_g$ and c$_3^3\Sigma_g$ states whose orbitals posses nodal planes a transformation into He$_3^*$ or larger exciplexes is predicted. In the case of the c$_3^3\Sigma_g$ state this process is suppressed by the rotation of the excimer: the spherically averaged interaction results in a bubble formation. Experimental observations of triplet He$_2^*$ absorption and fluorescence (see Sec. 7.5) can be explained by this model.

5. Alkali-helium exciplexes

The term “exciplex” stands for excited state complex and refers to molecular complexes which form bound or quasibound states only when one of their constituents is in an excited state. Exciplexes composed of an alkali atom in a $nP$ state and of one or several ground state He atoms were considered for the first time in [51,93] to explain the quenching of the laser-induced fluorescence from light alkalis in liquid and solid helium. It was also shown in [94] that the quenching of Rb fluorescence in pressurized liquid He is due to exciplex formation, a process which becomes the dominant deexcitation channel for excited Rb atoms at high He pressures.

First theoretical treatments of alkali-helium exciplexes [94–99] were based on pair potentials calculated by Pascale [50]. Ab initio pair potentials were also used to model Ag$^*$He [100,101] and Ba$^{++}$He excimers [102,103]. A number of calculations using modern computational methods of quantum chemistry were applied later to alkali atoms [104–109] and to silver [110,111].
The theoretical model for describing the optical properties of exciplexes developed in [112, 68] is based on adiabatic alkali-helium pair potentials [50], which are strongly anisotropic for the \(nP\) states of the alkalis. The alkali-helium interaction at intermediate interatomic distances is dominated by the Pauli repulsion between their valence electrons. When a He atom approaches from a direction along which the electronic density of the alkali orbital is high, it experiences a strong repulsion. However, the \(nP\) orbitals possess nodal planes, or nodal axes, along which the electronic density vanishes so that the helium atom can come close enough to experience a van der Waals attraction by the alkali’s core. In this case a short-lived weakly bound or quasibound complex can be formed. The ratio of the spin-orbit interaction potential and the (impurity) atom-helium interaction is the relevant parameter that characterizes exciplex formation. For light alkalis the spin-orbit interaction is much weaker than the impurity-He interaction, so that the impurity’s excited state orbital is well represented by a dumbbell-shaped \(P\) wavefunction which allows several He atoms to be bound around its waist. For the heavier alkalis, Cs, and to a somewhat lesser extent, Rb, the spin-orbit interaction (which splits the \(nP\) state into \(nP_{1/2}\) and \(nP_{3/2}\) fine-structure components) becomes comparable to (in the case of Rb) or larger than (in the case of Cs) the impurity-helium interaction and the symmetry of the state is determined by its total angular momentum \(J\).

The \(nP_{1/2}\) state is spherically symmetric [Fig. 11(d) and (f)] and is hence repulsive for He. The \(nP_{3/2}\) state, on the other hand, has two distinct orbitals depending on the projection \(|M_J|\) of its angular momentum \(J\) on the internuclear axis. The approaching He atom sees either a repulsive dumbbell-shaped orbital oriented along the direction of approach in the \(M_J = \pm 1/2\) configuration [Fig. 11(b)], or an attractive apple-shaped orbital \((M_J = \pm 3/2\) configuration) with two dimples on opposite sides, again along the direction of approach [Fig. 11(a)] [93]. The corresponding potentials are shown in Fig. 10(a), where it is assumed that the two He atoms approach the Cs atom simultaneously along the common axis. A potential well in the potential curve correlating asymptotically to the \(6P_{1/2}\) state appears due to the mutual perturbation of the \(M_J = \pm 1/2\) components of the \(6P_{1/2}\) and \(6P_{3/2}\) states. The atomic orbital of Cs in this case changes its shape from spherical at large Cs-He separations [Fig. 11(d)] to apple-shaped at 3.5 Å [Fig. 11(c)]. The effect is similar to the one observed in the hcp matrix, in which the atomic bubbles have a quadrupolar deformation (see Sec. 4.3). In both cases the perturbation due to the interaction with He has the same symmetry. The corresponding diabatic potential curves, obtained by neglecting the mixing of the two states are indicated by dashed lines in Fig. 10(a).

The fine structure mixing becomes even more pronounced in a complex composed of several He atoms arranged on a circle around the alkali atom. If the radius of the He-ring is small enough, the alkali-He interaction becomes comparable to the spin-orbit interaction in the alkali atom and a spin-orbit uncoupling occurs. The corresponding potential energy diagram is shown in Fig. 10(b), where it is assumed that 7 He atoms are uniformly distributed on a ring of radius \(R\) with the Cs atom in the center. There is an anticrossing between the two potential curves correlating to the \(M_J = \pm 1/2\) components of the \(6P_{1/2}\) and \(6P_{3/2}\) states. The corresponding diabatic curves (dashed lines in Fig. 10(b)) cross at \(R = 6.6\) Å. To the left of this point the lower state undergoes a complete shape transformation into a dumbbell-like \(P\) orbital [Fig. 11(e)]. In this case a polyatomic Cs*He\(_N\) exciplex can be formed, analogous
Fig. 11. Structure of Cs\(\ast\)He\(_N\) exciplexes. The valence electron density of Cs atom is shown in yellow and that of He in blue. (a) B\(\Pi_{3/2}\) state of Cs\(\ast\)He\(_2\); (b) C\(\Sigma_{1/2}\) state of Cs\(\ast\)He\(_2\); (c), (d) A\(\Pi_{1/2}\) state of Cs\(\ast\)He\(_2\); (e), (f) A\(\Pi_{1/2}\) state of Cs\(\ast\)He\(_7\). In (a), (b), (d), and (f) Cs-He separation \(R = 6.5\) Å; in (c) and (e) \(R = 3.5\) Å.

to the case of light alkali atoms. The number \(N\) of He atoms bound around the waist of the dumbbell-shaped orbital is limited by the repulsive He-He interaction. Based on our model, the maximal value of \(N\) can be estimated to be 6 or 7. The same model applied to the Rb\(\ast\)He\(_N\) exciplexes predicts similar exciplex structures with a maximal number of 6 bound He atoms [113]. Alternative theoretical studies of Cs\(\ast\)He\(_N\) [108], Rb\(\ast\)He\(_N\) [104] and the closely related K\(\ast\)He\(_N\) [106] suggest \(N = 6\) to be the most probable number of bound He atoms.

6. Experimental setup

6.1. Sample preparation

Unlike all other rare gases, He does not solidify without external pressure. This makes it impossible to prepare the doped sample by the standard deposition method used in matrix isolation spectroscopy with heavier rare gases, in which a gaseous mixture of the host and impurity atoms/molecules/radicals is condensed onto a cold substrate. Implantation techniques for immersing positive impurity ions into liquid He were reported in [114–116], where
a dc electric field was used to control the drift of ions produced in a glow discharge right above the surface of liquid He into the working volume. The modification of this technique has allowed the authors of [117] to also implant neutral impurities into liquid He. In that experiment alkaline-earth ions were implanted into liquid helium and then neutralized by the recombination with free electrons introduced into the active volume by field-emission from a negatively charged tip located in the helium bath. This experimental technique was successfully applied to dope liquid He with a large number of different atomic impurities (listed in Table 1). The recombination process populates a variety of excited states in the impurity atoms, whose fluorescence was then detected [118]. The initial vaporization of the dopant was achieved either by heating the sample in a special oven [117], or by laser ablation from the target located above the liquid helium level [43,119,120,118,53]. It was shown later [121] that laser ablation from a target immersed directly in the He bath produces a significant amount of neutral impurities which can be observed via their laser-induced fluorescence. An important advantage of the latter method is its applicability to pressurized liquid and even solid He. It has been applied by several groups investigating alkali [122,123,44,45,94] and alkaline-earth elements [124,125,57,85,56], as well as Ag [100], Al, Yb, Ga, and In [124]. Since the laser ablation in liquid He produces mostly impurity clusters, [124,121,58,56] a second delayed laser pulse was applied in some experiments in order to dissociate the clusters and to produce individual impurity atoms. In other experiments [122,123,44,74,45,94] the same effect was achieved by increasing the repetition rate of the ablation laser up to 1 kHz.

The same laser-ablation technique was used to dope solid He first with barium [67] and later with alkali [126] atoms. In the following we give a detailed description of the experimental setup developed by our group [67,126], which was improved over the years and used by us in our studies of Cs and Rb atoms in solid He reviewed in this paper.

The He crystal is grown in a cubic pressure cell made of 1.7 cm thick copper with inner dimensions of $6\times6\times6$ cm$^3$. The cell has five optical windows, one on each side and one on top of the cell. It is immersed in a liquid helium bath contained in a specially designed cryostat with optical windows that are coaxial with the cell windows (Fig. 12). Before the experiment, the cryostat is filled with 80 liters of liquid He at 4.2 K and then cooled to 1.5 K by pumping on the liquid He. The holding time of the cryostat depends on the heat load (absorption of laser radiation, high voltage leakage currents, heat conduction via electrical connections to the cell volume, etc.). It typically allows us to perform continuous measurements during 2–4 days. After filling the bath, helium gas is admitted into the pressure cell via a liquid nitrogen cold trap that removes condensable gases. This transfer goes via a 2 mm diameter thick steel capillary that minimizes heat exchange. The helium used to grow the matrix comes from a 200 bar storage bottle (purity 99.9999 %) connected to the capillary via a buffer volume, which allows the control of the helium pressure in the cell by a needle valve. The temperature is measured by germanium resistors located in the pressure cell and in the He bath respectively.

After reaching the working temperature of 1.5 K, a He crystal is produced by increasing the pressure in the cell to a value above the solidification pressure, typically to $\approx 29.5$ bar. Alkali atoms are implanted into the He crystal by laser ablation from the target, a cut glass ampule containing 0.5 g of the metal under investigation, installed under an inert gas atmosphere at the bottom of the pressure cell in the preparation process. The successive
stages of the implantation process are shown schematically in the lower panels of Fig. 13. The top row of the figure shows photographs taken through one of the side-windows during the implantation procedure. First, the beam of a frequency doubled Nd:YAG laser ($\lambda=532$ nm, pulse energy 20 mJ, repetition rate 1 Hz) is focused by a lens mounted just above the top window of the pressure cell onto the alkali metal target. The heat deposited by each pulse into the sample melts a portion of the crystal just above the target (Fig. 13(a)). Simultaneously with the melting of the crystal, individual atoms, molecules, ions, and clusters are ejected from the target and are distributed throughout the molten helium region by convection (Fig. 13(b)). We displace the focal point of the lens by raising its position above the cell. In this way the molten part of the crystal is moved upwards until the column of liquefied helium reaches the upper end of the window. After reaching the desired column height, the Nd:YAG laser is switched off and the molten He resolidifies, thereby trapping the implanted species in a column-shaped region (Fig. 13(c)). The implanted species are trapped in this region of the matrix and do not escape from the trapping volume for many hours. This represents the main advantage of using solid He as compared to liquid He, where the implanted atoms are quickly washed out of the observation volume by convection.

Depending on implantation conditions (dopant species, He pressure, laser pulse energy, repetition rate and the total number of pulses) the doped part of the crystal has either a greyish or bluish color. This coloring is due to the strong absorption and scattering of light by metallic clusters produced during ablation. The peak of the optical absorption spectrum of this background lies in the near infrared part of the spectrum for Cs and in the red for Rb. The position and shape of the optical extinction spectrum depends on the cluster size distribution. The comparison of measured extinction spectra with calculations based on the Mie theory of light scattering by small particles reveals [127] a typical average cluster size
on the order of 50 nm and a number density of $\approx 10^{10} \text{ cm}^{-3}$, comparable to or even larger than the density of isolated atoms (typically about $\approx 10^9 \text{ cm}^{-3}$).

The signal of interest for our spectroscopic studies is produced either by atoms or by molecules trapped in the crystal. Because of the softness of the He crystal and because of the large number of defects due to the brute force preparation process, the implanted atoms diffuse within the doped region. When an atom comes near another atom or a cluster, it will be attracted by virtue of the van der Waals force to form a molecule or a larger cluster, thereby decreasing the number of atoms available for the experiments. We found that the number of atoms can be increased again via cluster and molecule dissociation by pulses from the same Nd:YAG laser, focused in the center of the doped region (Fig. 13(d)) with a reduced pulse energy and a lower repetition rate than used for the implantation process (to avoid melting of the crystal).

A different method for introducing impurity particles into superfluid He has been realized in [128], based on the injection of an impurity-helium gas mixture into superfluid He. It was suggested [129] that individual impurity atoms and molecules can be isolated in the helium matrix in this way. However, it was shown later (see Sec. 10.2) that only large impurity clusters are produced and trapped in the matrix in this way. More recently the technique was modified for implanting impurity clusters into solid helium [130,131].

6.2. Interferometer setup

In our experiments the refraction index of the sample can be monitored [127] by means of a two-beam interferometer (Mach-Zehnder) shown in Fig. 14, with one arm passing through the sample. The interferometer is illuminated with a green diode laser pointer. The laser beam is expanded to cover the doped and undoped parts of the sample. A small angle is
introduced between the two beams at the combining beamsplitter BS2, in order to obtain a system of horizontal interference fringes with a spacing of about 1 mm. An increase of the helium pressure in the cell results in a uniform shift of the fringe pattern that can be used for very precise calibration of He density changes in the cell. Moreover, any inhomogeneity of the sample results in a distortion of the pattern. As an example we show in Fig. 15 a series of photographs of the fringe pattern taken during the ablation process: before the laser pulse (a), several milliseconds after (b), and about 0.1 s after the pulse. In Fig. 15(b) and (c) one can clearly see how the He density in the center is perturbed due to the heat deposited by the laser pulse.

6.3. Setup for optical spectroscopy and time-resolved studies

A top view of the typical setup for purely optical studies is shown in Fig. 16. The trapped atoms/molecules of interest are excited by a laser beam traversing the doped region of the crystal in a horizontal direction. For cw excitation we use radiation form infrared diode lasers or a tunable Ti:Al₂O₃ laser pumped by a frequency doubled Nd:YVO₃ laser. In recent years we performed most studies with a pulsed optical parametric oscillator (OPO) pumped by the
third harmonic ($\lambda = 354$ nm) of a pulsed Nd:YAG laser. The tuning range of the OPO covers the large spectral intervals of 780–2400 nm (idler beam) and 450–700 nm (signal beam). The repetition rate of the laser pulses is 10 Hz and the average light power delivered to the experiment is controlled by means of a $\lambda/2$ plate and a polarizer. During the experiments, the OPO power is kept at a level of 1 mW to prevent melting of the He crystal.

The laser induced fluorescence from the sample volume ($\approx 3 \text{ mm}^3$) is collimated by a lens mounted inside of the cryostat and is focused into a grating spectrograph with a resolution of 0.2 nm. To access different parts of the spectral domain, two different photodetectors can be mounted on the spectrometer’s output port. Visible and near-infrared fluorescence is detected by means of a CCD camera which allows the recording of complete spectra, while for wavelengths above 1 $\mu$m an InGaAs photodiode is used. In the latter case the grating is rotated by a stepper motor, and the spectra are recorded point by point.

This setup was used in our studies of laser-induced fluorescence of atomic Cs, Cs$^*$He$_N$ exciplexes [132,68], atomic Rb, Rb$^*$He$_N$ exciplexes [113], and Rb$_2$ molecules [133].

For time-resolved measurements two modifications of the same setup were used. The lifetime of the atomic $6P_{1/2}$ state of Cs was studied [134] using a time-resolved single photon counting technique. Radiation from a pulsed diode laser at 850 nm (10 kHz repetition rate) excited the implanted atoms and a single-photon counting photomultiplier (PM) detected the light analyzed by the spectrograph. The excitation laser is triggered by a pulse generator, a delayed pulse of which is used as a start signal for a time-to-amplitude converter (TAC). The PM pulses produced by the fluorescence light are amplified and discriminated by a constant fraction discriminator (CFD), whose logic output serves as the stop signal for the TAC. A histogram of the amplitudes of the TAC pulses is recorded in 0.4 ns wide time bins using a multiscaling card in a personal computer. This histogram directly reflects the time dependence of the fluorescence intensity. In order to avoid pile-up effects, the light intensity is attenuated such that on average much less than one photon is detected per excitation pulse.

For wavelengths above 900 nm, where the spectral sensitivity of the photomultiplier is too low, another method is used. The implanted species are excited by the much more powerful pulses produced by the OPO. The resulting fluorescence pulses are then recorded by a photodiode mounted at the output slit of the spectrograph and stored in a digital
oscilloscope. Lifetimes of Cs$^+ \text{He}_N$ exciplexes and of excited dimer molecules Rb$_2$, RbCs can be measured with this technique.

6.4. Magnetic resonance spectroscopy

Optically detected magnetic resonance (ODMR) spectroscopy relies on driving magnetic dipole transitions between Zeeman split levels in combination with optical preparation and detection. This technique which involves a static and an oscillating magnetic field will be discussed in detail in Sec. 9.1. Some of the main elements of the corresponding experimental setup are shown in Fig. 12. The static magnetic field is produced by three pairs of superconducting Helmholtz coils mounted around the pressure cell inside of the He bath. All coil pairs are mutually orthogonal. A highly stable field is produced by operating the coils in a persistent current mode [21]. The recording of ultra-narrow magnetic resonance lines requires special care in the choice of low-temperature (and in some cases high-voltage) compatible non-magnetic materials and in the design of the pressure cell. For example, indium, a most commonly used material for over-/under-pressure seals at low temperatures is superconductive at our experimental conditions. The magnetic flux through the seals becomes frozen during their cooling below the critical temperature, thus producing a strongly inhomogeneous magnetic field that severely perturbs all high-resolution magnetic resonance experiments. In order to avoid this problem, all sealing rings in the pressure cell are made of specially shaped and annealed pure aluminum. Laboratory fields and gradients are suppressed by a cylindrical three-layer magnetic shield surrounding the whole cryostat.

For spin polarizing the sample via optical pumping the latter is irradiated by a circularly polarized cw laser beam resonant with the $D_1$ transition of the implanted atoms. For Cs a near infrared diode laser (1 mW) is used, whereas for Rb we use 1 mW of radiation from the Ti:Sa laser. Laser-induced fluorescence from the implanted atoms is collected in the same way as in the optical spectroscopic experiments and detected either by a photomultiplier or by an avalanche photodiode. In these experiments we do not use the spectrograph but rather a narrow-band interference filter to suppress scattered laser light. As discussed in Sec. 7, the
fluorescence of Rb atoms in solid He is so weak that it has escaped observation for a long time. For this reason the first magnetic resonances in Rb were detected by monitoring the transmitted intensity of the pumping laser.

The magnetic resonance transitions are induced by an oscillating magnetic field produced by a second system of (smaller) Helmholtz coils mounted inside the pressure cell (not shown in Fig. 12). The current to those coils is supplied by a waveform generator through an electric feedthrough at the bottom of the cell. The ODMR technique was also used to study the microwave transition at 9.2 GHz between the two hyperfine levels of the ground state of Cs in solid He. In that case, the oscillating magnetic field was produced by a microwave frequency synthesizer and irradiated through one of the fused silica optical windows of the pressure cell.

A separate subsection of this paper (Sec. 9.7) is devoted to our very recent studies of the Stark effect on the magnetic resonance transitions in Cs. For those studies, the ODMR setup described above was modified so that a large static electric field could be applied to the Cs-doped He crystal. A bipolar high voltage produced by two identical power supplies of opposite polarities was delivered to the sample via HV cables traversing the top flange of the cryostat, then the helium bath, inside of which the high voltage entered the pressure cell via two specially designed (nonmagnetic) feedthroughs mounted on the bottom of the cell (Fig. 17). Inside of the cell the feedthroughs are connected to a pair of electrodes (size 4×4 cm, spacing 6.0 mm), cut from floatglass and coated on one side with a transparent conductive tin oxide layer. Pure liquid and solid He are excellent electric insulators. In practice, the magnitude of the applied electric field strength is limited by the leakage current through the doped He crystal, which melts the crystal and produces an electric breakdown in the cell for field strengths above 50 kV/cm.

7. Optical spectroscopy

7.1. Absorption by electron bubbles

A first observation of light absorption by electron bubbles in liquid helium was reported in 1967 [135]. In that experiment transitions from the 1s ground state towards the continuum were studied by monitoring changes in the mobility of electrons under illumination by infrared and visible radiation. Spectroscopic studies of the transitions between bound states were reported for liquid [136,65,137,64] and solid [66,138,139] 4He. In those experiments the 1s → 1p transition was studied by monitoring either the photocurrent [136], or the transmission of infrared radiation through the sample [65,137,64,66,138,139]. The transition wavelength decreases with pressure from 12.4 μ in liquid He at saturated vapor pressure to 3.4 μ in solid He at 100 bar (see Fig. 18), in agreement with theoretical predictions [36–38,33]. The lineshape of the transition was obtained either by scanning the wavelength of the light source (a halogen lamp and a monochromator) [136,65,66,138,139] or by changing the helium pressure [137,64]. The absorption lineshapes were modeled [61,62] and good agreement with the experimental results of [65] was achieved (see Fig. 18) when breathing and quadrupole oscillation modes of the bubble were taken into account.

The transition 1s → 2p was observed at 2.5 μ in an unpublished study [140], cited in [136].
The calculation of the transition energies for different pressures of liquid He was performed in [36–38,33].

The effect of light absorption on the $1s \to 1p$ transition in liquid helium was also observed in recent experiments [141–143] using the phenomenon of bubble cavitation at negative helium pressures. During the negative pressure swing (at a helium pressure of -1.85 bar, at $T = 1.4$ K) in the focus of an acoustic wave, the ground-state electron bubble explodes, a phenomenon that was studied experimentally in [144,145]. The excited $1p$ state is populated by illuminating the sample with powerful CO$_2$ laser radiation, whose wavelength ($\lambda = 10.6$ $\mu m$) is within the absorption line profile. The excited-state bubble explodes at a smaller negative pressure of about -1.5 bar [143]. By measuring the relative populations of the excited and ground states at different laser powers the authors of [143] have determined the lifetime of the excited state to be $\tau = 50 \pm 4$ ns. This experimental lifetime is three orders of magnitude shorter than the radiative lifetime calculated in [77] ($\tau = 44$ $\mu s$) and [84] ($\tau = 60$ $\mu s$). The observations thus confirm the prediction of [82] concerning a radiationless decay channel of the excited electron bubble (see Sec. 4.4).

7.2. Atomic fluorescence in liquid He

First atomic spectra in liquid He were obtained by bombarding pure liquid He with energetic electrons [146–150]. In those experiments a large number of excited states of the He atom and of He$_2$ excimers were populated and the fluorescence at the $3^3S \to 2^3P$, $2^3P \to 2^3S$, $3^1S \to 2^1P$ transitions was observed. A significant population accumulates in the metastable $2^3S$ state of He allowing for possible absorption studies of the $2^3S \to 2^3P$ transition. In agreement with the predictions [41] of the bubble model both absorption and emission lines shift to shorter wavelengths and are broadened when increasing the helium pressure.
Table 1
Atomic species in liquid He that have been studied by spectroscopic methods.

<table>
<thead>
<tr>
<th>element</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rb</td>
<td>[44–46,94]</td>
</tr>
<tr>
<td>Cs</td>
<td>[44–46]</td>
</tr>
<tr>
<td>Be</td>
<td>[155]</td>
</tr>
<tr>
<td>Mg</td>
<td>[124,125,120,155,53,153,85,54]</td>
</tr>
<tr>
<td>Ca</td>
<td>[124,117,42,55,121,56]</td>
</tr>
<tr>
<td>Sr</td>
<td>[124,117,42]</td>
</tr>
<tr>
<td>Ba</td>
<td>[124,117,42,155,121,119,57,51,1,55]</td>
</tr>
<tr>
<td>Cu</td>
<td>[119,155]</td>
</tr>
<tr>
<td>Ag</td>
<td>[125,155,151,152]</td>
</tr>
<tr>
<td>Au</td>
<td>[119,155]</td>
</tr>
<tr>
<td>Zn</td>
<td>[155]</td>
</tr>
<tr>
<td>Cd</td>
<td>[155]</td>
</tr>
<tr>
<td>Hg</td>
<td>[155]</td>
</tr>
<tr>
<td>Al</td>
<td>[125,155,154]</td>
</tr>
<tr>
<td>Ga</td>
<td>[125]</td>
</tr>
<tr>
<td>In</td>
<td>[125,155]</td>
</tr>
<tr>
<td>Tl</td>
<td>[155]</td>
</tr>
<tr>
<td>Sn</td>
<td>[155]</td>
</tr>
<tr>
<td>Pb</td>
<td>[155]</td>
</tr>
<tr>
<td>Yb</td>
<td>[124,125]</td>
</tr>
<tr>
<td>Ba⁺</td>
<td>[116]</td>
</tr>
<tr>
<td>Yb⁺</td>
<td>[58]</td>
</tr>
</tbody>
</table>

Spectroscopic studies of impurity atoms in liquid He were reported for a large number of metal atoms. Those experiments were reviewed in [4,2,5]. In Table 1 we list the elements studied up to date with the corresponding references. Also included in the table are the experiments by [151], [152] and [153,154] on He nano-droplets doped with Ag, Mg and Al atoms, since those atoms reside inside of the droplet and their observed spectra are very similar to those obtained in bulk liquid helium.

A detailed comparison of experimental and theoretical absorption lineshapes was performed for Cs and Rb [45,46], Ag [111,110], Yb⁺ [58], Ba [57,51] and Ca [56]. The splitting of the \( n^2S_{1/2} - n^2P_{3/2} \) (\( D_2 \)) transitions in Cs, Rb, and Yb⁺ by quadrupolar bubble oscillations (see Sec. 4.5) was confirmed experimentally [46,58], while the \( n^2S_{1/2} - n^2P_{1/2} \) (\( D_1 \)) transitions show no splitting. A similar behavior was observed in the earlier work [116] on Ba⁺ ions. The \( n^2S_{1/2} - n^2P_{1/2,3/2} \) transitions of silver in bulk liquid helium [125] and in He nanodroplets [151,152] also show very similar spectral profiles of the absorption lines. The \( D_2 \) transition is split in two partially resolved components separated by approximately 500 cm⁻¹. The structure of He clusters doped with a Ag atom and the absorption lineshapes were modelled using the quantum Monte Carlo [110] method and path integral molecular dynamics [111] simulations. Both calculations successfully reproduce the main features of the observed lineshapes, but slightly overestimate the blueshifts and the spectral widths of
the lines compared to those in the free atom.

The effect of bubble deformations on the $^1S_0 - ^1P_1$ transitions of alkali-earth atoms is much less pronounced and results merely in asymmetric lineshapes, as observed for Mg [85,153,54], Ca [117,56], Sr [42], and Ba [57,51]. A calculation of lineshapes taking only the breathing mode [43,57,51] of bubble oscillations into account underestimates the asymmetry. A calculation for Ca [56] that took breathing, dipolar and quadrupolar bubble vibrations into account yielded a better agreement with experimental data. The results of a Monte Carlo simulation of the trapping site of Mg in a He cluster [156] predict an asymmetric lineshape, in agreement with experimental spectra.

In all systems described above the ground state of the metal atom in the bubble is spherically symmetric. The $3P$ ground state of Al atom represents a special case. In the free atom this state is split into $3^2P_{1/2}$ and $3^2P_{3/2}$ fine structure components, separated by 112 cm$^{-1}$. Depending on wether the spin-orbit coupling is destroyed or preserved by the interaction with the surrounding helium, the ground state orbital and the corresponding atomic bubble are either dumbbell-like (spin-orbit uncoupled $P_z$ orbital), or spherical ($^2P_{1/2}$ orbital). In the former case, the excited $3D$ state splits into 3 components with $M_L = 0, \pm 1, \pm 2$ (the fine structure splitting of the $3D$ state is only 1.3 cm$^{-1}$ and can be neglected) due to the static bubble deformation. In the latter case, a splitting of the excited state may occur due to bubble oscillations. The experimental absorption spectrum of the $3P - 3D$ transition [154] reveals an asymmetric lineshape with two partially resolved components, separated by approximately 500 cm$^{-1}$. The authors of [154] suggest that an uncoupling of the spin-orbit interaction takes place and that a ring of 8 He atoms is formed around the waist of the dumbbell-like $P_z$ orbital - a structure similar to that of alkali-He exciplexes discussed below in Sec. 5. However, the results of a recent path integral Monte Carlo simulation [59] show that the spin-orbit coupling plays an important role and that the deformation of the ground state bubble is rather small. With the fine structure of the $3D$ state taken into account, this state splits into five $M_J$ components. As a consequence the absorption line profile calculated in [59] is composed of five overlapping components and has a spectral shift and a total width close to those of the experimental lineshape from [154]. The authors of [59] also reported a calculation of the absorption spectrum of the $3P - 4S$ transition that strongly underestimates the blueshift observed in experiment [125].

7.3. Atomic fluorescence in solid He

First systematic spectroscopic studies of atoms in solid He were carried out in experiments with Ba, for which a good agreement with the predictions of the bubble model was obtained [67,57,51]. Later those studies were extended to alkali elements. Here we discuss the absorption and fluorescence of cesium atoms in solid He studied in detail in [51,68,21,48,157]. Cesium is the only alkali element that emits a strong atomic fluorescence in a solid He environment. The light alkalis Li, Na, and K do not emit any fluorescence neither in solid nor in liquid He. Rb represents an interesting intermediate case: it emits fluorescence in liquid He, but the fluorescence is strongly quenched with increased He pressure [94]. Only recently, a very faint fluorescence of atomic Rb could be observed in solid (hcp) He following excitation of the $D_1$ and $D_2$ transitions [113]. The quenching of the atomic fluorescence is due to the
formation of molecular complexes by excited \(nP\) states of alkali atoms and the surrounding helium atoms, so-called exciplexes [51,93]. As discussed in Sec. 5 and 7.4, the exciplex formation becomes possible when the alkali-helium interaction exceeds the spin-orbit coupling in the alkali atom. The probability of exciplex formation is thus much larger for lighter alkalis, in which the spin-orbit coupling is weak, and it increases with the density of He, i.e., with rising He pressure, or when going from the liquid to solid phase.

Typical absorption and fluorescence spectra of Cs in solid He are shown in Fig. 19. Only fluorescence on the \(D_1\) transition can be observed (Fig. 19(a), right), since atoms excited to the \(6P_{3/2}\) state are quenched by the interaction with the matrix to form either atoms in the excited \(6P_{1/2}\) state or to form Cs*He\(_N\) exciplexes. An absorption spectrum recorded by scanning the frequency of the excitation laser while monitoring the intensity of the \(D_1\) fluorescence, is shown in the same figure, where both the \(D_1\) (Fig. 19(a), left) and the \(D_2\) (Fig. 19(b)) absorption lines are detected. The calculated lineshapes of the \(D_1\) transition in absorption and emission [48] are also shown in Fig. 19(a) and demonstrate a remarkable agreement with the experimental data. The position of the \(D_1\) line center measured in absorption and emission is plotted in Fig. 20 as a function of He pressure and density.

As can be seen in Figs. 19 and 20, both the absorption and the emission lines in solid He are strongly broadened and blueshifted with respect to the free Cs atom. The shift and the broadening are more pronounced in the absorption spectra than in the emission spectra. Very similar spectra were obtained in pressurized liquid He [45], and the corresponding data points are also shown in Fig. 20. The blueshift of the spectral lines can be traced back to changes of the bubble size that occur during the optical absorption-emission cycle, as discussed in detail in Sec. 3.3. The blueshift is due to the fact that the electronic wavefunction of the excited \(6P\) state of Cs spreads over a larger volume than that of the ground state. The overlap of the atomic wavefunction with the He bulk shifts both levels towards higher energies, an effect which is more pronounced for the excited state than for the ground state, because of its larger overlap with the surrounding helium: As a consequence the transition wavelength shifts to the blue. The absorption takes place in a smaller bubble, whose equilibrium size is determined by the Cs ground state and the blue shift is particularly large. The emission occurs in a larger bubble that reflects the size of the excited state and the interaction-induced broadening and shift of the emission lines are smaller. An additional lineshift arises due to a so-called cavity effect, i.e. the interaction of the excited atom with its own radiation reflected at the bubble.
Fig. 20. Dependence of the $D_1$ absorption (a), (c) and emission (b), (d) lines of Cs in solid He on He pressure (a), (b) and on He density (c), (d). The experimental data are shown as dots, the solid lines are resonance positions calculated [48] using the spherical bubble model, and the dashed lines show the calculation without taking into account the elastic deformation of the solid. The symbols $\delta_{ex}$ and $\delta_{em}$ denote the shifts of the resonance energies/wavelengths due to the discontinuity of the He density at the phase boundary. The data points in the liquid phase are taken from [45]. The $D_1$ transition in the free Cs atom is at 894 nm (11186 cm$^{-1}$).

interface. The effect is rather small: 44 cm$^{-1}$ in emission and 83 cm$^{-1}$ in absorption and has an opposite sign (redshift) partially compensates the main effect discussed above.

The bubble model also explains the observed increase of the spectral width and the rate at which the lines shift with He pressure, as shown in Fig. 20(a, b). The abrupt changes of the absorption/emission wavelengths at the liquid-bcc phase transition result from a sudden change of the bubble size at the solidification point discussed in Sec. 3.4. When the same data are plotted as a function of He density (Fig. 20(c, d)), the points obtained in liquid and bcc solid He lie on the same straight line. Calculations [48] assuming isotropic elastic properties of the matrix demonstrate a very good agreement with the experimental results obtained in liquid and in bcc solid He. As discussed in Sec. 4.3, the anisotropy of the elastic properties of the bcc matrix perturbs the $6P_{3/2}$ and $6S_{1/2}$ states only in second order and does not produce any significant effect on the scale of Fig. 20.

The situation is different when one considers the absorption and emission in the hcp phase. As discussed in Sec. 4.3.2, the $6P_{3/2}$ state shows already a first order perturbation that results in a splitting of the $D_2$ absorption line, that is nicely visible in Fig. 19 (b). The second order perturbation of the $6P_{1/2}$ state is particularly large due to the small energy difference between this state and the $6P_{3/2}$ state. It results in an abrupt shift of the absorption and emission wavelengths of the $D_1$ transition at the bcc-hcp phase boundary (Fig. 20). As one can see in Fig. 20(c, d), these shifts are not related to the change of He density at the phase transition.

The only atoms from which optical absorption and emission spectra in solid helium were studied are $^{85}$Rb, $^{87}$Rb, $^{133}$Cs, $^{137}$Ba, and $^{169}$Tm. While the (optical) valence electron of alkali atoms interacts with the helium matrix with an energy comparable to the spin-orbit interaction, the optical electron of the lanthanide atom $^{169}$Tm behaves quite differently. Its optical transition occurs between two unfilled shells (4f and 5d) which are shielded from the matrix by outer electrons which do not participate in the optical transition. Ishikawa et al.
[158] have measured absorption and emission lines from Tm in superfluid and solid helium as well as excited state lifetimes. Because of the shielding from matrix effects the authors of [158] could observe widths of optical resonance lines on the order of 0.1 nm (limited by the resolution of their spectrometer). To our knowledge there exist only two experiments [158,157] besides our own which have reported an optical study of atoms in solid helium.

7.4. Alkali-helium exciplexes

The first experimental observation of alkali-helium exciplexes in liquid He was obtained by a group in Kyoto in a series of experiments that covered all alkali elements in liquid He and cold He gas [99,104,105]. Such complexes were also observed and extensively studied in experiments with alkali doped superfluid helium nano-droplets [95–98,159–161]. We also mention the related experimental studies of Ag*He$_2$ [100] and Mg*He$_N$ [85,54] exciplexes in liquid He and a study of Ba$^+$*He$^+$ [102,103] in cold He gas. In solid helium, the formation of Cs*He$_N$ exciplexes was reported by our group for the first time in [132] and described with more details in [112,68]. More recently we have extended those studies to Rb*He$_N$ in solid He [113].

The exciplexes are typically detected via their laser-induced fluorescence which can be excited at the wavelengths of the resonant atomic transitions. The characteristic feature of exciplex emission, and the reason why it has escaped observation for many years, is its strong red shift with respect to the corresponding absorption lines. For instance Cs*He$_N$ can be formed after excitation at 800 nm, while it fluoresces at 1400 nm. Typical spectra of Cs*He$_N$ and Rb*He$_N$ in the hcp phase of solid He excited at the $D_2$ atomic transitions of Cs and Rb, respectively, are shown in Figs. 21(a) and 21(b). In agreement with the discussion of Sec. 5, we have identified the diatomic and triatomic exciplexes Cs(6$P_{3/2}$)He$_2$, Rb(5$P_{3/2}$)He$_1$, and Rb(5$P_{3/2}$)He$_2$ via their emission lines at 952, 806, and 847 nm, respectively (Fig. 21). The two strongest and most redshifted emission bands originate from ring-shaped complexes. In liquid and gaseous He such exciplexes were observed for all alkali elements excluding Cs, for which only linear diatomic and triatomic complexes were found.

For Rb in liquid He at saturated vapor pressure [104], and for Rb on He nano-droplets [98] exciplex formation was observed only following excitation of the Rb atom to the 5$P_{3/2}$ state ($D_2$ excitation). When the 5$P_{1/2}$ state is excited ($D_1$ excitation), exciplex formation is possible only via a tunneling transition through the potential barrier in the $A^\Pi_{1/2}$ state (analogous to that shown in Fig. 10). As calculated in [97], the exciplex formation time in that case is much larger than the radiative lifetime of the excited Rb atom, thus preventing exciplex formation. However, in gaseous He, there is a sufficient number of energetic He atoms that are able to pass the barrier, so that exciplexes can be formed (and observed) in that environment [104]. In solid He, on the other hand, Rb*He$_6$ exciplexes have been observed [113] after laser excitation of either the 6$P_{3/2}$ or the 6$P_{1/2}$ state. According to the bubble model, the closest neighboring He atom is separated from the Rb atom by a distance given by the bubble radius $R_b$, which is smaller in solid He than in liquid He. Our calculations show that for Rb the potential barrier in the $A^\Pi_{1/2}$ state is located outside the bubble interface, so that no tunneling is involved in the exciplex formation. Any static or dynamic bubble deformation with an axial symmetry should result in a complete spin-orbit decoupling and
Fig. 21. Experimental emission spectra of Rb*He_N (a) and Cs*He_N (b) exciplexes in hcp solid He excited at the D_2 transitions of Rb and Cs, respectively. The atomic D_1 emission line of Cs and the D_1/D_2 doublet of Rb are visible on the blue side of the exciplex spectra. The vertical dotted line in (a) separates two spectral regions with different vertical scales. The emission of atomic Rb and Rb*He_1,2 exciplexes on the left part of the figure is several orders of magnitude weaker than any other spectral feature.

the formation of a ring of He atoms around the waist of the perturbed 5P_{1/2} orbital. This process is so efficient that no intermediate products Rb*He_n (n <6) are observed [113], except for a very faint atomic fluorescence at the D_1 line. The onset of this new exciplex formation channel occurs most likely in liquid He, when the He pressure is increased above 15 bar, as evidenced by the corresponding quenching of the atomic fluorescence in that pressure range [94].

For Cs atoms the potential barrier in the AΠ_{1/2} state (see Fig. 10) is higher than for Rb and the corresponding bubble radius is larger. A tunneling transition is required for exciplex formation via D_1 excitation and the subsequent fluorescence is very weak [68] even in solid He. On the other hand, the formation channel via D_2 excitation followed by a fine-structure relaxation is very efficient. It is interesting to note that the static quadrupolar deformation of the bubble in the hcp phase induces a partial decoupling of the spin-orbit interaction even in the absence of bubble shape oscillations which results in an enhanced efficiency for the exciplex formation. The effect manifests itself in the atomic/exciplex fluorescence ratios in bcc and hcp phases.

Owing to the very high He density and the compact bubble structure in solid helium, solid helium matrix isolation spectroscopy has proven – in comparison to other experimental techniques, such as doped helium nano-droplets and cold helium gas – to be particularly well suited for the formation and investigation of exciplexes with a maximally allowed number of bound He atoms. Due to the very high collision rate with surrounding helium atoms,
the attachment of He atoms in solid He proceeds at a much faster rate than in any other environment and stops only when all vacancies are occupied, i.e., when the two dimples of the \( nP_{3/2} \) orbital or of the ring-shaped belt around the waist of the perturbed \( nP_{1/2} \) orbital are filled. All intermediate complexes occur only as short-lived transients which have no time to fluoresce and which thus do not contribute to the emission spectrum. A similar behavior was observed in liquid He [99,104,105], with the difference that in this case the perturbation of the \( 6P_{1/2} \) state of Cs is not strong enough to allow the formation of the ring-shaped complex. The largest complex seen in superfluid helium is the diatomic Cs(\( 6P_{3/2}\))He\(_2\) exciplex [99].

7.5. \( \text{He}_2^* \) excimers

Fluorescence of \( \text{He}_2^* \) excimers had been observed already in the first spectroscopic studies of liquid He (for a review see [150,162]). In those experiments [89,163–165] liquid He was bombarded by energetic electrons which excited a number of bound states of the \( \text{He}_2^* \) quasi-molecule. The bound-free transition between the lowest singlet excited state \( A^1\Sigma_u \) and the repulsive ground \( X^1\Sigma_g \) state lies in the VUV range at 80 nm [163–165]. Besides that a number of transitions between excited states were observed [89]. More recently, \( \text{He}_2^* \) fluorescence was observed in liquid He excited by nonresonant intense ultrashort laser pulses [166] and in He droplets excited by synchrotron radiation [167].

The lowest triplet state of \( \text{He}_2 \), \( a^3\Sigma_u \) is metastable and has a lifetime of 0.1 s in liquid He [168]. During the electronic bombardment it accumulates a significant population. Absorption spectra of the \( a^3\Sigma_u \rightarrow b^3\Pi_g \) and \( a^3\Sigma_u \rightarrow c^3\Sigma_g \) transitions were studied in [146,168,147,149,169–171]. Transitions with absorption from the \( a^3\Sigma_u \) state were used in [172] to monitor the dynamics of the He bubble at picosecond time scales (see Sec. 11.4).

All observed emission bands are blueshifted by several cm\(^{-1}\) and have a spectral width of approximately 2 nm and the vibrational structure of most triplet and singlet bands could be resolved. In addition, the rotational structure of the infrared \( a^3\Sigma_u \rightarrow b^3\Pi_g \) band was resolved in absorption studies. The shifts and linewidths of the absorption spectra are larger than of the fluorescence spectra. Under increasing He pressure [149] all fluorescence lines shift towards shorter wavelengths at the same rate of 3.2 Å/bar. In absorption the pressure dependence is different: the \( a^3\Sigma_u \rightarrow c^3\Sigma_g \) band shifts at a rate of 4 Å/bar, while the \( a^3\Sigma_u \rightarrow b^3\Pi_g \) does not shift at all. The same behavior of the absorption lines was observed in solid He [173]. The wavelengths of the \( a^3\Sigma_u \rightarrow c^3\Sigma_g \) transition in absorption and of the \( d^3\Sigma_u \rightarrow b^3\Pi_g \) emission band show a linear dependence on the helium density without any discontinuity at the liquid-solid phase transition.

7.6. Hydrogen and alkali dimers

Fluorescence spectra of the \( e^3\Sigma_u \rightarrow a^3\Sigma_g \) band of the hydrogen molecule in liquid helium were obtained in [90]. The experiment was carried out in normal fluid helium at 4 K. Both vibrational and rotational structures of the band could be resolved. The lines are blueshifted by a few cm\(^{-1}\) and have a spectral width of about 30 cm\(^{-1}\).

Absorption and emission spectra of molecules (dimers) were extensively studied in experiments with helium nano-droplets [174–178,161,179], where all homonuclear and some
heteronuclear alkali dimers were formed and investigated. However, until recently, there have only been very few investigations of metal dimers in bulk condensed helium. In superfluid He only the $X^1\Sigma_g - A^1\Sigma_u$ band of Ca$_2$, the $X^1\Sigma_g - B^1\Sigma_u$ band of Cu$_2$ [180], and some (unassigned) bands of Na$_2$ and Li$_2$ [122] have been reported.

In our recent experiments [133] we observed for the first time alkali molecules in solid He. In those experiments we studied the fluorescence spectrum of Rb-doped solid He under laser-excitation in the broad spectral range from 450 to 1000 nm and found a quite remarkable result. Besides atomic and exciplex emission, a single additional spectral feature was observed at 1042 nm (Fig. 22). We have assigned this emission band to the forbidden $X^1\Sigma_g \rightarrow (1)^3\Pi_u$ transition of Rb$_2$. We base this assignment on the spectral structure of the free dimer and on the observation of a long lifetime of the fluorescing state which points to its metastable character (see Sec. 8.3). The calculated spectral profile shown in Fig. 22 is obtained as the sum of all transitions from the lowest vibration state, the only one that is populated at the temperature of the experiment. Each component is represented by a Gaussian spectral profile with a width of 7 nm, typical for atomic fluorescence lines in solid He (see Sec. 7.3), and weighted with the corresponding Franck-Condon factor. As one can see in the figure, only the $0\rightarrow0$ and $0\rightarrow1$ components contribute significantly to the spectrum, which makes the band rather narrow and a little asymmetric. The spectral shift $\Delta\lambda=20$ nm is attributed to the interaction with the matrix.

Our most striking observation is the fact that this (single) emission band can be excited on 9 distinct absorption bands of Rb$_2$ in the range of 450 to 900 nm (Fig. 23), including transitions originating from the $X^1\Sigma_g$ ground state and from the lowest triplet state $(1)^3\Sigma_u$. The measured and calculated spectral positions of these bands are given in Table 2. The calculation of the theoretical band positions assumes that only the lowest vibrational state of the initial electronic level is populated, but does not take the interaction with the He matrix into account. We attribute the (small) discrepancies between the calculated and measured band positions to this fact.

Very similar results were also obtained for the heteronucleous dimer RbCs. In that study the sample was doped with a 50:50 mixture of Rb and Cs. The observed fluorescence is centered at 1160 nm, redshifted by 18 nm with respect to the forbidden $X^1\Sigma \rightarrow (1)^3\Pi$ transition in the free molecule. The spectral shift, the lineshape and the decay time of this
Fig. 23. Measured excitation spectrum of the Rb$_2$ fluorescence at 1042 nm. Experimental data are shown as points, and the solid lines are fitted Gaussians. The assignment of all peaks is given in Table 2. The dotted vertical lines mark the spectral regions covered by the three excitation sources described in the text. The vertical scales differ for the different intervals. Note that the excitation at the bands “b”, “d”, and “e” also branches to photodissociation channels.

<table>
<thead>
<tr>
<th>band</th>
<th>label</th>
<th>$\lambda_{theor}$ (nm)</th>
<th>$\lambda_{exper}$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^1\Sigma_g \rightarrow A^2\Sigma_u$</td>
<td>a</td>
<td>878</td>
<td>842</td>
</tr>
<tr>
<td>$(1)^3\Sigma_u \rightarrow (1)^3\Pi_u$</td>
<td>b</td>
<td>735</td>
<td>742</td>
</tr>
<tr>
<td>$X^1\Sigma_g \rightarrow B^1\Pi_u$</td>
<td>c</td>
<td>664</td>
<td>653</td>
</tr>
<tr>
<td>$(1)^3\Sigma_u \rightarrow (3)^3\Sigma_u$</td>
<td>d</td>
<td>623</td>
<td>622</td>
</tr>
<tr>
<td>$(1)^3\Sigma_u \rightarrow (2)^3\Sigma_u$</td>
<td>e</td>
<td>590</td>
<td>580</td>
</tr>
<tr>
<td>$(1)^3\Sigma_u \rightarrow (2)^3\Pi_u$</td>
<td>e</td>
<td>586</td>
<td>580</td>
</tr>
<tr>
<td>$(1)^3\Sigma_u \rightarrow (3)^3\Sigma_u$</td>
<td>f</td>
<td>507</td>
<td>524</td>
</tr>
<tr>
<td>$X^1\Sigma_g \rightarrow (2)^1\Sigma_u$</td>
<td>g</td>
<td>477</td>
<td>445</td>
</tr>
<tr>
<td>$X^1\Sigma_g \rightarrow (2)^1\Pi_u$</td>
<td>g</td>
<td>464</td>
<td>445</td>
</tr>
</tbody>
</table>

Table 2
Calculated and measured wavelengths of Rb$_2$ absorption bands (in nm) in solid He. The labels refer to the corresponding peaks in Fig. 23.

fluorescence band are similar to those of the $X^1\Sigma_g \rightarrow (1)^3\Pi_u$ Rb$_2$ transition. Its excitation spectrum contains 5 bands, which can be assigned to known allowed transitions of RbCs. Finally, very recently one more spectral feature was observed in a Cs-doped sample, that can be assigned to the $X^1\Sigma_g \rightarrow (1)^3\Pi_u$ transition of Cs$_2$. This fluorescence is much weaker than the corresponding bands of Rb$_2$ and RbCs. Moreover, its spectrum, centered at 1272 nm, overlaps with the strong broadband emission of the Cs$^+$He$_N$ exciplex, that makes the quantitative study very difficult. The preliminary results show that its spectral width and the lifetime have the same order of magnitude as those of Rb$_2$ and RbCs.

All these experimental observations show that in solid He, due to the interaction with the matrix, all laser-excited molecular states are quenched. The quenching populates of the metastable $(1)^3\Pi_u$ state which is the lowest excited state in all alkali dimer molecules. The perturbation of the molecule by the surrounding helium partly lifts the selection rule that forbids the radiative transition from the triplet state to the singlet ground state so that the transition $X^1\Sigma_g \rightarrow (1)^3\Pi_u$ can be observed.

We have also observed photodissociation of the Rb$_2$ molecule into two Rb atoms, one in the
Fig. 24. Pressure dependence of the Cs $6P_{1/2}$ lifetime in solid and liquid He. The open circles are experimental values from [94] and the horizontal dashed line through these points represents their average value including points down to zero pressure not shown in the graph. The vertical dotted lines mark different phase boundaries of condensed He. The horizontal dotted line at 34.8 ns indicates the lifetime of the free Cs atom. The open squares are theoretical lifetimes.

ground state and the other in the excited $5P_{1/2}$ or $5P_{3/2}$ state. The latter emits fluorescence at the same wavelength as observed from individual Rb atoms excited either at the $D_1$, or the $D_2$ transition. The photodissociation spectrum recorded by scanning the excitation wavelength and detecting the atomic fluorescence contains the forbidden molecular bands $(1)^3\Sigma_u \rightarrow (2)^3\Sigma_u$ (650 nm) and $X^1\Sigma_g \rightarrow (3)^1\Sigma_g$ (490 nm) in addition to the bands “b”, “d”, and “e” shown in Fig. 23 and Table 2.

8. Time-resolved studies

8.1. Lifetime of Cs $6P_{1/2}$ state

Time-resolved fluorescence of atoms embedded in liquid He was reported in [125,120,94] for bulk liquid and in [153,154] for He nano-droplets. The Cs $6P_{1/2}$ lifetime was found [94] to be pressure independent up to the solidification point, with a value slightly below the free atomic lifetime, while the lifetime of the corresponding $5P_{1/2}$ state of Rb decreased with increasing pressure, leading to a complete quenching of the fluorescence. The authors of [94] interpreted their observations as being due to the formation of exciplexes, a deexcitation channel which is open only for Rb since the corresponding potential barrier for exciplex formation in Rb is lower than in Cs (see discussion in Sec. 7.4).

An experimental study of the Cs $6P_{1/2}$ lifetime in solid He has been presented in [134]. In that study a time-correlated photon counting technique was used and the data were taken both in bcc and hcp solid He matrices. The resulting pressure-dependence of the lifetime $\tau$ is shown in Fig. 24 together with the data obtained in [94] in liquid He. The value of $\tau$ in bcc coincides with that in liquid He. It suddenly decreases at the phase transition to the hcp crystal and further decreases when increasing the He pressure.

The results of a theoretical calculation based on the spherical bubble model developed in [48] (described in Sec. 3.4) are also shown in Fig. 24. The constant value of the lifetime over the broad range of He pressures is a consequence of the cancelation of two effects. On one hand, the transition dipole moment $d = |\langle 6S_{1/2}|e|6P_{1/2} \rangle|$ calculated for the electronic wavefunctions perturbed by the He bubble, decreases with He pressure. On the other hand,
the transition frequency $\omega_0$ increases with the pressure, as discussed in Sec. 7.3. The radiative lifetime is given by the expression

$$\frac{1}{\tau} = \frac{\omega_0^3 c^2 d^2}{3 \pi \epsilon_0 \hbar c^3 (2J_e + 1)},$$

(34)

where $J_e = 1/2$ is the total electronic angular momentum of the excited state.

The difference between the lifetime of the free Cs atom and a Cs atom embedded in a He matrix is mostly due to the so-called cavity effect [181,134]. The electromagnetic radiation of the atomic dipole in the bubble is partially reflected at the bubble interface and interacts with the dipole. This effect results in a redshift of the transition frequency discussed in Sec. 7.3 and also reduces the lifetime by approximately 3 ns. The observed decrease of $\tau$ with He pressure in the hcp phase is attributed to the enhancement of Cs$^*$He$_N$ exciplex formation due to the decrease of the bubble radius.

The redshift of the transition energy and the cavity effect were also considered by the authors of [153] to be responsible for the observed 20% increase of the lifetime of the $3^1 P_1$ excited state of Mg atom embedded in He droplet.

8.2. Lifetimes of Cs$^*$He$_N$ exciplexes

First measurements of the lifetime of alkali-helium exciplexes were performed for Na$^*$He formed on the surface of He nano-droplets [95] and later for K$^*$He [97]. In both cases it was shown that the exciplex lifetime is longer than that of a corresponding excited state of a free alkali atom. The effect could be explained through Eq. 34, assuming that the transition dipole moment $d$ is not affected by the presence of the He atom, and using the emission wavelength $\omega_0$ determined from spectroscopic observations.

In solid He the measurements were performed for Cs(6$P_1/2$)He$_N$ and Cs(6$P_3/2$)He$_2$ [182] by observing the time-resolved fluorescence following a pulsed laser excitation. Due to the extremely large redshift of the fluorescence emitted by Cs(6$P_1/2$)He$_N$, the corresponding lifetime obtained using Eq. 34 is $\approx 130$ ns. Indeed, in the experiment we have measured a value of $\tau = 95$ ns, much larger than that of the 6$P_{1/2}$ state in the free Cs atom $\tau_{\text{free}} = 34.8$ ns. However, this value is lower than expected. The discrepancy is attributed to the modification of the transition dipole moment. The interaction with the ring of He atoms results in a strong mixing of the 6$S$ and 5$D$ states. The effect has the same mechanism as the $S - D$ mixing by the deformed bubble discussed in Sec. 4.3, but is much stronger due to the small radius of the ring. Since the transition dipole moment between the 6$P$ and 5$D$ states is even larger than that of the 6$P - 6S$ transition, the admixture of the 5$D$ state to the ground state results in the enhancement of the latter transition.

The time-resolved fluorescence of Cs(6$P_3/2$)He$_2$ yields a pulse shape that can not be distinguished from the exciting laser pulse with our current time-resolution. The corresponding lifetime must be around 1 ns, or smaller. The origin of this quenching effect is not yet clear. The most probable explanation is that Cs(6$P_3/2$)He$_2$ is a transient complex, quickly evolving into the terminal Cs(6$P_{1/2}$)He$_N$ exciplex. A dissociation into an excited Cs(6$P_{1/2}$) or Cs(6$P_{3/2}$) atom and two He atoms can be excluded due to the complete absence of Cs $D_2$ fluorescence and the relatively low intensity of the $D_1$ fluorescence.
8.3. Lifetime of the metastable $^3\Pi$ states of Rb$_2$ and RbCs

The time-resolved molecular fluorescence of Rb$_2$, excited by OPO pulses at 580 nm is shown in Fig. 25 [133]. Similar results were obtained for the RbCs and Cs$_2$ molecules. We have found that the fluorescence pulse has a decay time of about 50 $\mu$s, much longer than the characteristic lifetime of any allowed electronic transition. This led us to assign the observed fluorescence to the forbidden triplet-singlet transition (as discussed in Sec. 7.6). The pulse shape of the excitation laser is also shown in Fig. 25. The fluorescence pulse has a finite rise time of $\tau \simeq 15 \mu$s that is significantly longer than that of the laser.

The finite rise and decay times point to the formation of a state that does not exist in the free dimer. We assign [133] this behavior to the formation of a molecular exciplex state, from which the observed fluorescence emanates.

9. Magnetic resonance experiments

Most of today’s knowledge about the properties of solid He matrix-isolated atoms comes from pure optical (absorption and fluorescence) studies. However, magnetic resonance experiments can yield valuable complementary information on the structure and dynamics of the atomic trapping sites. At first glance this looks surprising since $^4$He has neither an electronic, nor an orbital nor a nuclear magnetic moment and does thus not couple to the spin of paramagnetic atoms in lowest order. Moreover, the successful description of optical spectra by the spherical bubble model in bcc $^4$He matrices is a confirmation that spherically symmetric atoms, such as the alkalis, impose their spherical symmetry on the local trapping site. As a consequence one would expect that spin-dependent properties of the dopants should not be affected by spherical bubbles, so that such matrices should be an ideal environment for experiments that call for a long-lived spin polarization, such as high resolution magnetic resonance studies.

The search for a permanent electric dipole moment (EDM) of paramagnetic atom is such an application, and 15 years ago we proposed [119,183] that solid helium might be an ideal matrix to search for an EDM in heavy paramagnetic atoms. With such an experiment in mind we started to develop the field of solid helium matrix isolation spectroscopy in the early
1990’s. We could demonstrate that, as expected, Cs and Rb atoms have indeed exceptionally long longitudinal and transverse spin relaxation times on the order of 1 second. This paved the way to a number of high resolution magnetic resonance experiments which we shall review in this section.

In contrast to conventional (ESR) magnetic resonance studies on atomic valence electrons which use magnetic fields of a few tenths of Tesla our experiments are carried out in fields of a few $\mu T$, a fraction of the earth magnetic field. In all magnetic resonance experiments we use the powerful technique of optically detected magnetic resonance (ODMR), in which resonant laser radiation is used both to polarize the sample and to detect alterations of the spin polarization. Such alterations may be induced by the magnetic resonance process proper, by external electric or magnetic fields and gradients thereof, or by matrix perturbations.

The effective transverse spin relaxation time of Cs in other inert-gas matrices is below 1 $\mu s$, five orders of magnitude shorter than the $T_2$ times obtained in solid $^4$He. Because of the long transverse spin relaxation times of Cs and Rb in bcc $^4$He magnetic resonance lines in that matrix are exceptionally narrow.

9.1. The technique of optically detected magnetic resonance (ODMR)

Magnetic resonance experiments require the sample to be spin polarized and the magnetic resonance signal is proportional to the degree of longitudinal spin polarization $P_z$. In conventional ESR experiments (Sec. 10.2.5, 11.5) the atoms are polarized via the Boltzmann factor $e^{-\mu_B B/kT}$ that makes use of a strong external magnetic field and the low temperature of the sample.

The technique of optical pumping, developed in the 1950’s for polarizing dilute atomic vapors can be applied to alkali atoms in condensed $^4$He as shown first in [123] for superfluid matrices and later by us [184] for solid He matrices. When irradiating the sample exposed to a moderate magnetic field of a few $\mu T$ with circularly polarized resonance light angular momentum is transferred from the light beam to the atoms. This leads to a build-up of a vector spin polarization (orientation) $P_z = \langle J_z \rangle \propto \langle F_z \rangle_{F=4} - \langle F_z \rangle_{F=3}$ by the redistribution of populations among the ground state Zeeman sublevels [185]. This creation of polarization is counteracted by longitudinal relaxation. Because of the long $T_1$ times of alkalis in solid He the process is particularly efficient and can be achieved with moderate laser powers. Typically a few mW of an unfocussed laser beam of 1 mm diameter are sufficient to create a significant degree of spin polarization in Cs in bcc He. We note that the required pumping intensity in helium is approximately 4 orders of magnitude larger than the intensity needed to pump an atomic vapor, the reason being the large homogeneous width of the optical transition (a few THz) which reduces the peak absorption cross section and hence the pumping efficiency with respect to atomic gases with a Doppler-broadened absorption line of a few 100 MHz. Since absorption on the $D_2$ line ($nS_{1/2} \rightarrow nP_{3/2}$ transition) in Cs produces almost no fluorescence (see Sec. 7.3) all pumping experiments to date were performed using excitation on the $D_1$ transition ($nS_{1/2} \rightarrow nP_{1/2}$) with solid state diode lasers or a Ti:Al$_2$O$_3$ laser.

Because of the large optical linewidth one cannot resolve the hyperfine structure of the ground and excited states in the excitation spectrum. In that case all hyperfine components $F \rightarrow F'$ ($F$ being the total atomic angular momentum resulting from the coupling
of the electronic spin, $S$, and the nuclear spin, $I$) are excited simultaneously according to the selection rule $\Delta F = 0, \pm 1$, similarly to the pumping of an atomic vapor by a spectrally broad light source, such as discharge lamp. Nevertheless, populations will be redistributed between Zeeman and hyperfine levels by the pumping process. It is well known that atomic vapors pumped on an isolated hyperfine transition lead to the creation of an atomic alignment (quadrupole tensor polarization) $A_{zz} \propto \langle 3F^2_z - F^2 \rangle$ [186]. Because of the unresolved hyperfine structure of the optical transition in solid He, however, it is not possible to create a ground state alignment by optical pumping with linearly polarized light.

The optical absorption coefficient of an atomic medium depends on the orientation of its spin polarization $\vec{P}$ with respect to the light polarization $\vec{\varepsilon}$. Pumping atoms in the $D_1$ transition with $\varepsilon_\pm$ circularly polarized light ultimately puts all atoms in the state $\ket{F = I + J, M = \pm (I + J)}$. This state cannot be excited by radiation of the same polarization as the one that has produced it. The state is therefore referred to as dark state and pumping to this state is characterized by a strong reduction of the fluorescence intensity. Any effect which changes the magnitude or the orientation of the polarization, such as a magnetic resonance transition, leads to a variation of the absorbed and scattered light intensities. The powerful technique which combines the creation of spin polarization by optical pumping, magnetic resonance, and the optical detection of the latter is known as optically detected magnetic resonance (ODMR). Although the three processes (preparation, magnetic resonance, detection) occur simultaneously they can often be described theoretically as three time-sequential processes [185].

Alkali-doped He crystals are optically thin with extinction ratios below $10^{-4}$. Except for a single experiment in which we have recorded absorption using a special technique (described in section 9.2 and [187]) all magnetic resonance experiments relied on fluorescence detection.

9.2. Optical pumping and magnetic resonance experiments

The first experimental demonstration of optical pumping of alkali atoms in condensed helium was performed with $^{85}$Rb, $^{87}$Rb, and $^{133}$Cs in superfluid helium [123]. In those experiments, spin polarization was created by optical pumping of rubidium or cesium atoms implanted by laser sputtering into liquid helium.

In 1995 we showed that efficient optical pumping is also possible with alkali atoms embedded in the cubic phase of solid $^4$He [184] and, less efficiently, in the anisotropic hexagonal phase of the matrix [188,70]. Those experiments proved our original assumption that the spin polarization of alkali atoms in solid helium may be very long-lived. A subsequent detailed study of the optical pumping process in the bcc and in the hcp phase [187] revealed that optical pumping in Cs is of the repopulation type, in which the spin polarization in the excited $P_{1/2}$ state – populated for a few 10 ns during the pumping cycle – is not affected by the interaction with the helium matrix, while it is known that high pressure He gas completely quenches the excited state polarization. The collision rate of the bubble interface atoms with the Cs atom is so high that the spin-orbit interaction following a collision-induced local deformation of the Cs atom has no time to efficiently disorient the Cs spin before the next collision (from another direction) occurs. In Rb, on the other hand, exciplex formation is the main deexcitation channel of the $P_{1/2}$ state (cf section 7.4), so that optical pumping of the
Rb isotopes is of the depopulation type. As shown in [187] depopulation and repopulation pumping lead to specific redistributions of the sublevel populations in the two hyperfine ground state levels, an effect, which can be used for the experimental distinction of the two mechanisms.

Optical pumping of cesium in the anisotropic hcp phase of helium is much less efficient than in the isotropic bcc phase. We could show that the degree of spin polarization achievable in hcp $^4$He depends strongly on the value of the magnetic holding field $B_0$, while in bcc it was found to be independent of $B_0$ [187]. This effect is one of the multiple manifestations of bubble deformations discussed in Sec. 9.8.

As mentioned above, Kinoshita et al. [123] were the first to observe magnetic resonance in alkalis implanted in superfluid helium using the $M_z$ variant (Fig. 26.a) of ODMR (Sec. 9.1). The longer relaxation time obtained in the cubic phase of solid helium have allowed us to observe magnetic resonance lines in such matrices with a width (HWHM) of only 10 Hz [189]. We took advantage of these narrow lines to build an optically pumped magnetometer in the $M_x$ geometry [189] and were able to demonstrate a magnetometric sensitivity of 2.6 pT for an integration time of 1 second.

Because of exciplex formation the fluorescence intensity of the Rb $D_1$ line in superfluid helium is strongly quenched when the helium pressure is increased and it was long believed that Rb would not fluoresce at all in solid helium. Recently we could observe a faint fluorescence from Rb in solid helium [113]. Kinoshita et al. [123] were able to observe ODMR signals of Rb in superfluid He using fluorescence detection, because of the relatively strong fluorescence in that phase. In the days when it was believed that Rb would not fluoresce in solid He we were nevertheless able to detect magnetic resonance using absorption spectroscopy. The typical resonant optical absorption of alkali-doped solid helium samples is on the order of $10^{-5}$–$10^{-4}$, which makes its detection difficult. Because of the limited tuning range of our laser sources we were not able to isolate the atomic absorption signal from the background by a simple scan of the absorption line. Our successful detection of magnetic resonance in Rb relied on the $M_x$ variant (Fig. 26) of ODMR [190], in which the magnetic resonance process induces a modulation of the transmitted intensity at the rf frequency. The use of lock-in detection yielded a signal/noise ratio large enough to identify magnetic resonance signals from Rb in bcc $^4$He in the transmitted laser intensity [191]. In those ex-
Fig. 27. Hyperfine-Zeeman structure of the Cs atom. a) Conventional ESR experiments are performed in magnetic fields of 0.1 to several T. b) Magnetic fields in ODMR studies are typically performed in $\mu$T fields. The arrows mark typical frequencies of intra- and inter-multiplet transitions explored with Cs in solid $^4$He.

Experiments we have studied the Landé $g$-factors of $^{85}$Rb, $^{87}$Rb, and $^{133}$Cs and found that the helium matrix does not affect the electronic $g_J$-factors at a level of $2 \times 10^{-4}$, and that the nuclear $g_I$ factors coincide at least at a level of 10% with those of the free atoms [191]. That study also revealed that, because of exciplex formation the optical pumping process in Rb is of the depopulation type and it should therefore in principle be possible to monitor the ground state spin polarization via exciplex fluorescence.

9.3. Zeeman structure

Conventional electron spin resonance (ESR) experiments use strong magnetic fields in the region of 100 mT to several Tesla with electron spin flip transition frequencies around 10 GHz. Fig. 27(a) shows the typical hyperfine Zeeman pattern (Breit-Rabi diagram) of Cs in that field region. In sections 10.2.5 and 11.5 below we will review some ESR experiments carried out in impurity-stabilized He, and on matrix-isolated paramagnetic atoms, respectively.

All magnetic resonance studies involving optical detection (ODMR) on alkalis in condensed helium were performed in magnetic fields of a few $\mu$T, lower than the earth magnetic field, for which the coupling between the electronic and nuclear spins is much stronger than their hyperfine interaction with the magnetic field. The hyperfine-Zeeman structure of the Cs ground state is shown in Fig. 27(b) in which two types of magnetic dipole transitions are indicated: intramultiplet transitions between the Zeeman sublevels of the same hyperfine level $F$, and intermultiplet (hyperfine) transitions between $M_F$ levels of different hyperfine $F$ levels.

9.4. Magnetic resonance spectra and multi-photon transitions

Magnetic resonance transitions are magnetic dipole transitions which obey the selection rule $\Delta M = \pm 1$ reflecting the absorption of one $\sigma_\pm$ circularly polarized rf photon in a transition between adjacent Zeeman sublevels (Fig. 29.a). In small magnetic fields (linear Zeeman
regime) the level spacings are all equal to the Larmor frequency $\omega_L \propto g_F B$, where $g_F$ is the Landé $g$-factor. The resonance frequencies are all degenerate (independent of $M$) and the magnetic resonance spectrum of the intra-multiplet transitions $|nS_{1/2}, F, M\rangle \rightarrow |nS_{1/2}, F, M \pm 1\rangle$ consists of a single line. Because of the nuclear magnetism, however, the moduli $|g_F|\) of the effective Landé-factors of the two ground state hyperfine levels $F_{\pm} = I \pm J = I \pm 1/2$

\begin{align*}
  g_{F_+} &= g_{F = I+1/2} = \frac{g_J}{2I+1} - \frac{2I}{2I+1} g_I \\
  g_{F_-} &= g_{F = I-1/2} = -\frac{g_J}{2I+1} - \frac{2I + 2}{2I+1} g_I
\end{align*}

(35)

(36)

differ by $\Delta g_F = |g_{F-}| - |g_{F+}| = 2g_I$, leading to a relative splitting

\[ \frac{\Delta \nu_{rf}}{\langle \nu_{rf} \rangle} = \left( \frac{4I + 2}{g_J} \right) g_I \approx 3.2 \cdot 10^{-3} \]

(37)

of the magnetic resonance in the $^{133}$Cs ($I=7/2$) ground state.

Because of the (optically) unresolved hyperfine structure the laser interacts simultaneously with both hyperfine states so that the two transitions can be observed in a single scan of the rf frequency (Fig. 28.A). When the intensity of the radiofrequency radiation driving the resonances is increased the lines broaden and saturate. With sufficient rf intensity multiphoton transitions will then become possible. A first class of such resonances are transitions between states differing by $\Delta M = 2$, in which two photons (of the same helicity) are absorbed simultaneously (Fig. 28.b). In the level $F$ there are $2F$ distinct one-photon transitions and $2F - 1$ distinct two-photon transitions. As the rf intensity is further increased higher order transitions involving the simultaneous absorption of $n$ photons between states obeying $\Delta M = n$ become possible, until finally a single transition ($n = 2F + 1$)-photon transition coupling the states $|nS_{1/2}, F, M = +F\rangle$ and $|nS_{1/2}, F, M = -F\rangle$ appears. In the linear Zeeman regime all those transitions are degenerate and cannot be distinguished in the spectrum. In fact, saturation and power broadening of the isolated magnetic resonance line may be interpreted in a perturbative approach as being the superposition of all those lines. A simple way to resolve all the individual multiphoton processes is the use of the quadratic Zeeman shift of
the sublevel energies that appears in the Breit-Rabi diagram (Fig. 27) when increasing the magnetic field strength beyond the linear Zeeman regime. The long spin relaxation times and the narrow magnetic resonance lines of cesium in bcc solid helium make this sample well suited for the study of such processes. In an experimental study [192] we have indeed observed all multi-photon processes in the \( F = 4 \) hyperfine ground state up to the process of simultaneous absorption of 8 rf photons. In a subsequent detailed theoretical analysis we have investigated the influence of different relaxation mechanisms on the shape of those multi-photon spectra [193].

The magnetic dipole selection rules also allow \( \Delta M = 1 \) transitions between adjacent sublevels through the absorption of \( 2n + 1 \) photons (Fig. 29.c). The angular momentum selection rule \( \Delta M = 1 \) is fulfilled if the ensemble of photons is composed of \( n + 1 \) photons of polarization \( \sigma_\pm \) and \( n \) photons of polarization \( \sigma_\mp \), respectively. Fig. 30 shows an example of such a multiphoton spectrum, in which up to \( n = 9 \) photons are absorbed simultaneously.

The selection rule \( \Delta M = 1 \) is a consequence of the symmetry imposed by the external magnetic field. It no longer holds if this cylindrical symmetry is broken by an additional non-spherical perturbation, such as the Stark interaction in a transverse electric field, or the interaction with a (tilted) non-spherical atomic bubble, in which case \( \Delta M = 2, 3, \ldots \) transitions become allowed. Fig. 34 shows an example of such ”forbidden” lines.

9.5. Hyperfine transitions

The optical pumping process produces not only population imbalances between the Zeeman sublevels in a given hyperfine state \( F \), but also a population imbalance between the two hyperfine levels \( F_\pm \). Besides driving \( M \)-changing intramultiplet (Zeeman) transitions within a given hyperfine multiplet (transitions A in Fig. 27.b), one can therefore also
drive $F$-changing intermultiplet (hyperfine) transitions (transitions B in Fig. 27.b). In low magnetic fields the corresponding resonance frequency (clock transition frequency) is on the order of 9 GHz. We have studied the hyperfine transition in cesium atoms implanted in bcc and hcp $^4$He [73]. In the bcc phase the transition frequency is blue shifted by approximately 200 MHz with respect to the transition in the free atom (see Fig. 33C). The He matrix compresses the wave function of the valence electron, so that $|\Psi_{6S_{1/2}}(0)|^2$ and thus the hyperfine coupling constant of the Fermi contact interaction increase, hence the matrix-induced blue shift of the transition frequency. We also found that the shift increases with He pressure at a rate of $\sim 1.4$ MHz/bar [73]. The quantitative value of the shift and its pressure dependence can be predicted in a satisfactory way by the bubble model [1,21,48]. Surprisingly, the linewidth (100 kHz) of the hyperfine transition in bcc $^4$He is approximately 4 orders of magnitude larger than the width (10-20 Hz) of the intramultiplet Zeeman transitions. We believe that dynamic bubble deformations (quadrupole oscillations) are responsible for the large linewidth of the hyperfine transition (cf. Sec. 9.8).

Since the He density is larger in the hcp phase one would expect a corresponding increase of the blue shift of the hyperfine resonance by 2 MHz. Experiments (Fig. 33C) show, however, that the clock transition shifts to the red by $\approx 7$ MHz when going from bcc to hcp [70]. The red shift may be explained qualitatively in terms of (static) bubble deformations as discussed in Sec. 4.3.

9.6. Relaxation times

Alkali atoms in condensed $^4$He were found to have very long longitudinal ($T_1$) and transverse ($T_2$) relaxation times. The longitudinal relaxation time $T_1$ characterizes the rate at
which the longitudinal polarization $P_z$, i.e., the polarization component along the magnetic field relaxes. The original optical pumping experiments [123] on Rb and Cs in superfluid helium did not determine the corresponding $T_1$ time. It was only recently that a careful determination of Cs in HeII was obtained by Furukawa et al. [194] who determined a lower bound of $T_1 = 2.24(19)$ s in a field of 500 $\mu$T. This relaxation time is approximately two times longer than the $T_1$ time in solid $^4$He which we have determined to be $T_1 \approx 1$ s in external magnetic fields ranging from 10 nT to 100 $\mu$T [187]. These relaxation times are longer than the $T_1$ times observed in atomic vapor cells in which special surface coatings or the addition of inert buffer gases are used to prevent depolarizing collisions with the cell walls. Hatakeyama et al. [195] have measured a $T_1$ time of $96\pm15$ s in Cs atoms injected into cryogenic He gas contained in a cell whose walls were covered with a superfluid He film.

The widths of magnetic resonance and level crossing signals are determined by the transverse spin relaxation time $T_2$, i.e., by the rate at which the polarization components $P_{x,y}$ perpendicular to the magnetic field relax. There is no a priori reason why the $T_2$ times of alkali atoms in condensed helium should differ significantly from the $T_1$ times. In principle the transverse relaxation time can be inferred from the widths of magnetic resonance lines, which may, however, be substantially affected by light and/or rf power broadening and magnetic field gradients. The first experiments that reported magnetic resonance on Rb and Cs atoms in superfluid helium [123] had to use an excessively large intensity of the rf field in order to overcome signal loss due to thermal convection in the liquid matrix. The observed magnetic resonance linewidths were on the order of 50 $\mu$T which corresponds to a coherence relaxation time on the order of 1 $\mu$s. Solid helium matrices avoid this complication since the atoms are immobilized and the magnetic resonance lines are significantly narrower in such matrices.

In our 1995 recordings of longitudinal/transverse level crossing signals (ground state Hanle effect) and of magnetic resonance lines [184] we observed linewidths on the order of 300 nT, corresponding to effective $T_2$ times of 150 $\mu$s. Contributions from optical power broadening were subsequently eliminated by using the technique of free induction decay in the dark, which yielded a lower limit $T_2 >$ of 108(3) ms [189], one order of magnitude below the $T_1$ time. Under the experimental conditions of that experiment a magnetic field inhomogeneity of $\approx 10^{-7}$ would yield a comparable $T_2$ time and is probably responsible for $T_2$ being smaller than $T_1$. Unpublished spin echo experiments indicate that $T_2$ is indeed larger than 100 ms.

9.7. The Stark effect of Cs in bcc $^4$He

The measurement of the tensor polarizability of Cs atoms isolated in solid He is another application that makes use of the narrow linewidths found in intramultiplet magnetic resonance transitions. In an external electric field the energy of a magnetic sublevel $|6S_{1/2}, F, M \rangle$ in an alkali atom shifts according to

$$\Delta E(6S_{1/2}, F, M) = -\frac{1}{2} \alpha(6S_{1/2}, F, M) E^2,$$

where the polarizability $\alpha(6S_{1/2}, F, M)$ is given by
Fig. 31. Left: quadratic Stark shift of the magnetic resonance frequency in a magnetic field of 6 μT recorded with and without electric field. Right: energies of Zeeman sublevels without and with electric field.

\[ \alpha(6S_{1/2}, F, M) = \alpha^{(2)}_0 + \alpha^{(3)}_0(F) + \alpha^{(3)}(F) \frac{3M^2 - F(F + 1)}{I(2I + 1)}. \]  

Fig. 32. Comparison of experimental values (dots) and theoretical predictions (dotted line) of the forbidden tensor polarizability of free Cs atoms (left) and of Cs atoms embedded in bcc^4He. The shaded bands mark the uncertainty of the theoretical results. Experimental results of (a) Carrico et al. [196], (b) Gould et al. [197], (c) Ospelkaus et al. [198], and (d, e) Ulzega et al. [199].

In the last equation the superscripts refers to the order of perturbation theory in which the polarizabilities appear, while the subscripts describe their rotational symmetry (0 for spherical and 2 for second rank tensor). The second order scalar polarizability, \( \alpha^{(2)}_0 \), is the leading term, followed by the \( F \)-dependent third order scalar polarizability, \( \alpha^{(3)}_0 \), and the third order tensor polarizability \( \alpha^{(3)}(F) \) which induces \( F \)- and \( M \)-dependent shifts. It is to be noted that the last term induces shifts which are 7 orders of magnitude smaller than the leading term. Such shifts may, however, be isolated due to their explicit \( M \)-dependence. Since the energies of the adjacent states \( |F, M⟩ \) and \( |F, M ± 1⟩ \) experience different Stark shifts the magnetic resonance frequency will be shifted by an amount which is proportional to \( \alpha^{(3)}(F)E^2 \). Fig. 31 shows an experimental example of such an electric field-induced shift which has allowed us to infer the tensor polarizability of Cs atoms in bcc^4He [200,199]. As a result we find \( \alpha^{(3)}(F=4)= -4.11\times10^{-2} \text{ Hz/(kV/cm)}^2 \). The modulus of the tensor polarizability is found to be 8–10% larger than the tensor polarizability of the free Cs atom.

We have also revised the theoretical third order calculation of the tensor polarizability and have identified off-diagonal hyperfine mixing terms which were not taken into account.
in earlier calculations [200,72]. This has allowed us to finally settle a 40 year old discrepancy between experimental and theoretical values of \( \alpha^{(3)}_2 \). Recently we have extended those calculations to include the effect of spherical bubbles in He [201] and also find a good agreement with experiment. The experimental values for the free Cs atom and Cs in bcc \(^4\)He are shown in Fig. 32. We have also performed a direct measurement of the difference between the tensor polarizabilities in the \( F = 3 \) and \( F = 4 \) hyperfine states [72]. Here again we find good agreement with our predictions, with disagree by a sign error from results obtained earlier (see discussion in [72]).

9.8. Matrix effects in ODMR spectra

The bubble model described in Sec. 3 is quite successful for describing optical spectra in spherical bubbles. The model assumes that the helium matrix is a continuous medium and that the bubble interface has a spherical shape. In Sec. 4 we argued that the spherical symmetry of the bubble is broken in (bcc and hcp) solid helium due to the anisotropic elastic properties of the corresponding crystalline structures. One therefore expects that specific effects associated with such deformations should appear in the optical and magnetic resonance spectra as one crosses the liquid-bcc and bcc-hcp phase boundaries. However, such phase transitions are also accompanied by a discontinuous change of the He density and it is often not possible to extract the pure deformation effect (if any) in an unambiguous way. Moreover, optical transitions involve two atomic states with different orbital symmetries and spatial extensions and deformed bubble effects appear only in a differential way. Magnetic resonance transitions, on the other hand occur within a state of given orbital momentum which simplifies the theoretical analysis of bubble deformation effects.

Deformed bubbles are characterized by a specific system of principal deformation axes. Since we have good reasons to believe that our matrices are poly-crystalline (a consequence of the brute force implantation technique) these axes have randomly distributed orientations and the spin of each trapped atom will couple to the deformation axis of its local anisotropic bubble. As shown in [70,3] this coupling affects the longitudinal spin relaxation time \( T_1 \) since only the projection of the spin along the bubble axis is a conserved quantity. In case of large deformations the spin-bubble coupling competes with the spin-magnetic field coupling and one expects the \( T_1 \) time to become magnetic field dependent. In bcc we found that \( T_1 \) of the Cs ground state is independent of the magnitude of an externally applied magnetic field (varied in the range of 10 nT – 100 \( \mu \)T), while in hcp we observed a pronounced magnetic field dependence. From this one concludes that the deformations in the cubic phase are much less pronounced than in the hexagonal phase. In the following we will describe several other observations which can be traced back to bubble deformation, and from which a preliminary analysis has allowed us to infer the degree of bubble deformation.

9.8.1. Zeeman transitions

Intramultiplet magnetic resonance experiments on Cs and Rb in the bcc phase of \(^4\)He yield sharp resonance lines with widths on the order of 10–20 Hz (Fig. 28.A) which show no asymmetries or line splitting that would be a signature of a static bubble deformation. One can thus conclude that the \( L = 4 \) type of bubble deformation that one expects in the
bcc phase (section 4.3) do not yield a differential level shift at the level of a few Hz. This situation changes dramatically when passing from the bcc to the hcp phase. In Fig. 33.A we compare magnetic resonance spectra recorded in both phases under similar conditions. The very narrow (single) magnetic resonance line observed with Cs in the bcc phase transforms into an extremely broad spectrum upon the bcc-hcp phase transition. The hcp spectrum is more than three orders of magnitude larger than the bcc spectrum. It consists of three equally spaced main components with a rich substructure that is probably due to a combination of forbidden transitions becoming allowed because of the broken symmetry in hcp and the deformed matrix induce $M^2$ dependent level shifts. A detailed analysis of this particular spectrum requires a diagonalization of the combined Zeeman-deformed bubble Hamiltonian that takes the random orientation of the deformation axes (polycrystalline sample) with respect to the external magnetic field into account. Such an analysis has not been carried out to date.

9.8.2. Zero field magnetic resonance spectrum

In section 4.3 we have shown that the assumption of a quadrupolar bubble deformation in hcp leads to magnetic sublevel shift proportional to $M^2$. As a result one expects that the Zeeman degeneracy should be lifted even when no external magnetic field is applied. This effect was demonstrated in a convincing way by our observation [70] of a magnetic resonance spectrum in zero magnetic field (ZFS=zero field spectrum) as shown in Fig. 33.B. The main features of the spectrum can be understood as resulting from a quadrupolar $M^2$ dependent shift of the level energies, as shown in the insert. According to this interpretation the largest frequency line near 10 kHz can be assigned to the $|6S_{1/2}, 4, 4\rangle \rightarrow |6S_{1/2}, 4, 3\rangle$ transition. This typical coupling strength of 10 kHz also manifests itself as a typical depolarization frequency in the magnetic field dependence of the longitudinal spin relaxation time $T_1$ on the magnitude of an externally applied magnetic field [3]. Using Eq. 29 one can obtain the $S - D$ mixing coefficient from the zero field frequency of the $\Delta \nu_{4\rightarrow 3}^{\text{hcp}}$ transition:

$$\varepsilon_{6S,5D} = \sqrt{\frac{100 \, \Delta \nu_{4\rightarrow 3}^{\text{hcp}}}{21 \, A_{\text{hf}}(5D_{3/2}) - A_{\text{hf}}(5D_{5/2})}},$$

(40)

where we have assumed that only the lowest lying $5D_J$ states contribute to the sum in (40). We have calculated the hyperfine coupling constants of the $5D_J$ states using Schrödinger wave functions of Cs in a spherical bubble (Sec. 3.4) and find $A_{\text{hf}}(5D_{3/2})=-48.4$ MHz and $A_{\text{hf}}(5D_{5/2})=17.8$ MHz, to be compared to the experimental values in the free atom $A_{\text{hf}}(5D_{3/2,5/2})=-41.9$ and 16.5 MHz, respectively. This yields a mixing coefficient $\varepsilon_{6S,5D} = 2.7\%$.

Zero-field magnetic resonance spectra are well known from atoms with a nuclear electric quadrupole moment implanted in uniaxial crystals, where the coupling of the quadrupole moment to local electric field gradients leads to a similar level shift [202]. The coupling frequencies encountered in those cases are usually in the MHz range, which illustrates the extreme weakness ($\approx 3 \times 10^{-7}$ cm$^{-1}$) of the anisotropy-induced coupling discussed here.
Fig. 33. Matrix effects in ground state magnetic resonance spectra. A) Comparison of intramultiplet (Zeeman) magnetic resonance spectrum of cesium in bcc and hcp $^4$He in the same magnetic field of $\approx 1.4 \, \mu T$. B) Zero field magnetic resonance spectrum in the $F=4$ ground state of cesium trapped in hcp $^4$He. The insert shows the level structure expected from a third order perturbation by quadrupolar bubble deformations. The lines are slightly rf power broadened and the weaker lines at the midpoints between the main lines represent $\Delta M = 2$ two photon transitions. The magnetic resonance spectrum shown in A) can be understood as the Zeeman splitting of this spectrum. C) Comparison of intermultiplet (hyperfine) magnetic resonance spectrum of cesium in bcc and hcp $^4$He. Both spectra in C) were recorded in a single scan in which the phase transition was induced by a pressure change during the scan between the two resonances. The shifts are discussed in the text.
9.8.3. Hyperfine transition

The $S-D$ mixing coefficient inferred above from the zero field spectrum may also be estimated from the experimentally observed shift of the Cs clock transition frequency at the bcc-hcp phase transition. Fig. 33.C shows the $F = 3 \rightarrow F = 4$ hyperfine transition in Cs recorded in the bcc and in the hcp phases of solid He. In the bcc phase the resonance frequency shows a blue shift of approximately 200 MHz ($\approx 2\%$) with respect to the transition in the free atom. Since the hyperfine coupling constant representing the Fermi contact interaction is proportional to $|\Psi_6S(r = 0)|^2$, this shift can be explained by the matrix-induced compression of the valence electron’s wavefunction onto the nucleus [73,48]. At the bcc-hcp phase transition the He density increases and one can estimate that this should imply a further blue shift by approximately 2 MHz. This is in contradiction to the experimental observation of a 7 MHz shift to lower frequencies. Compared to the estimated pressure shift the line is thus redshifted by 9 MHz by the bubble deformation. In [70] we have speculated that this shift is a consequence of a quadrupolar bubble deformation, and we have inferred the corresponding $S-D$ mixing coefficient to be on the order of 3%, based on a normalization argument. An equivalent way to infer the mixing coefficient starts from the third order energy shift induced by the deformed bubble (Eq. 27). If in that equation we assume that only the lowest lying $5D$ state contributes to the hyperfine shift we find a mixing coefficient of

$$\varepsilon_{6S,5D} = \sqrt{\frac{5}{4}} \Delta E_{hf}^{bub} \langle 6S_{1/2} | V_{bub} | 5D \rangle,$$

which evaluates to $\varepsilon_{6S,5D} = 6.9\%$ when using $A_{hf}(6S_{1/2}) = 2348$ MHz, the hyperfine coupling constant observed in bcc $^4$He. Note that the latter value for the mixing coefficient is compatible with the 3% value inferred by us earlier [70] since here we define $\varepsilon_{6S,nD}$ in terms of a reduced matrix element $\langle nD | V_{hcp}^{bub} | 6S \rangle$, while in [70] we used the normal matrix element $\langle nD | V_{bub} | 6S \rangle$, the two definitions differing by $\sqrt{5}$.

9.8.4. The $S-D$ mixing matrix element

In the previous paragraphs we have estimated the $S-D$-mixing coefficient $\varepsilon_{6S,5D}$ by a simplified analysis which took only deformed bubble-induced perturbations by the lowest lying state into account and have obtained two values which are of the same order of magnitude, but which differ by a factor of 2.5. There are two possible reasons for this discrepancy. First, one may blame our simplified analysis which has considered only a single state, while all bound (and continuum) states contribute. Moreover, excited states contribute with different weighting factors to the hyperfine shift and the zero field splitting according to Eqs. 27 and 28, 29. A second reason for the discrepancy may be due to the following fact. Experiments measure the change of an atomic property (in the case of the hf shift) or the appearance of a novel property (zero field splitting) when passing the bcc-hcp phase boundary. Our theoretical model, on the other hand compares effects in bubbles with a quadrupolar deformation with those in a spherical bubble with the same He bulk density, and thus ignores any possible effect of the deformation that was already induced when passing from liquid (spherical bubble) to bcc (bubble with hexadecupole deformation). In section 9.8.2 we have argued that the passage from liquid to bcc gives no measurable zero-field line splitting, so
that the effect seen on the bcc-hcp transition is equivalent to the liquid-hcp transition. This situation is different with respect to the hyperfine shift. A deformation-induced shift on the liquid-bcc transition has never been addressed experimentally.

In any case our analysis permits us to state that the 6S-5D mixing coefficient lies somewhere between 3% and 7%. From this we can obtain the following estimate for the 6S − nD matrix element

\[ \langle 5D \vert V_{\text{bub}} \vert 6S \rangle = \varepsilon_{6S,5D} [E(5D) - E(6S)] \approx 400 \ldots 1000 \text{cm}^{-1}, \]

(42)

where we have used that the energy of the 6S-5D transition is \( \approx 15000 \text{ cm}^{-1} \) for Cs in solid He. We note that this matrix element is 2 to 5 times larger than the spin-orbit coupling constant \( A_{LS}(5D) \) in solid He and many orders of magnitude larger than the hyperfine coupling constants of the 5D state. In our theoretical third order perturbation calculation (section 4.3.1) we have assumed a perturbation operator consisting of the sum of the hyperfine interaction \( H_{\text{hfs}} \) and the deformed bubble operator \( V_{\text{bub}}^{\text{hcp}} \). That operator was applied to spin-orbit eigenstates. In a strict sense one should perform a degenerate state perturbation treatment using the operator \( V = V_{\text{bub}}^{\text{hcp}} + H_{\text{hfs}} + V_{LS} \), where \( V_{LS} \) is the spin-orbit operator. However, we have verified by an explicit calculation that a third order treatment with the operators \( V_{\text{bub}}^{\text{hcp}} \) and \( V_{LS} \) yields neither \( F \)- nor \( M \)-dependent shifts of the ground state energy.

9.8.5. Deformation-induced forbidden transitions

Forbidden \( \Delta M = 2, 3 \) transitions have been observed in ODMR experiments in hcp solid He \([188,70]\) in an external magnetic field. This is another manifestation of the quadrupolar perturbation of Cs atoms in the hcp phase. As shown in Sec.4.3.1, the perturbation induces an admixture of \( M_F = 2, 3 \) states to the \( M_F = 4 \) state (the only one populated by optical pumping), hence dipole magnetic transitions towards \( M_F = 1, 2 \) become allowed. A typical spectrum containing the allowed \( \Delta M = 1 \) and the two forbidden (\( \Delta M = 2, 3 \)) lines is shown in Fig. 34. In those experiments the frequency of the oscillating magnetic field was kept fixed and the spectra were recorded by scanning the static magnetic field.

9.8.6. Dynamic bubble deformation-induced effects

Although the \( T_1 \) times of spin-polarized alkali atoms in condensed helium are quite long (1–2 seconds in the case of Cs), it is not clear at present why they are not much longer, since there is no direct coupling of the (electronic or nuclear) spins to the He atoms in a spherical bubble. In section 9.8.2 we have shown that the total atomic angular momentum has a weak coupling to the axis of a bubble with a quadrupolar deformation. Atomic bubbles are not static objects, but undergo zero-point shape oscillations that can be interpreted as collective motions resulting from a multipole decomposition of individual oscillations of the ensemble of He atoms forming the bubble interface. It is thus reasonable to assume that the finite \( T_1 \) times result from a depolarization induced by a coupling of the spin to dynamic quadrupolar (and higher order) oscillations. Since the bubble oscillation frequency is many orders of magnitude larger than the characteristic coupling frequency of the spin to the bubble axis one has the theory of motional narrowing \([203]\) to infer the effective lifetime of the spin polarization. A quantitative analysis along those lines has not been performed so far.
10. Impurity-helium solids

In this section we discuss two classes of impurity-helium systems in which a presence of atomic or molecular impurities affects properties of a helium matrix and results in a formation of a macroscopic solid objects bound by the interaction between the impurity particles and helium atoms.

10.1. Solid helium stabilized by impurity ions

10.1.1. Positive ions in condensed helium

In contrast to neutral alkali atoms, the positively charged alkali metal ions in condensed He reside in a very tight trapping sites in which the surrounding He density is significantly higher than in bulk He. Since the ions have closed shells there is no Pauli repulsion and the helium atoms can approach much closer to the alkali core than in the case of a neutral atom. Because of the absence of repulsive forces no bubble is formed. However, the He atoms are polarized and attracted by the strongly inhomogeneous electric field near the ion, an effect known as electrostriction. Already in 1959 it was suggested [204] that due to electrostriction positive He\(^+\) ions in liquid He would attract and bind a number of neutral He atoms. The electrostrictive forces are so strong that they compress the nearest neighbor He atoms to form a solid crust around the ionic core to form a complex which has been given the name of snowball. The snowball model can explain the relatively low mobility of positive ions in liquid He that was observed in many experiments [34,35,205]. Mobilities of impurity ions in liquid He, including the positive ions of alkali and alkaline-earth elements were studied experimentally by [206,207,114,115,208–210] and a generalization of Atkins'
model was presented in [211,212]. For the alkali-metal ions both measurements [114] and the snowball model [211] yield snowball radii of about 8.4 Å, slightly larger than for the He$^+$ ion.

In the case of the singly charged alkaline-earth ions, the remaining valence electron interacts repulsively with the surrounding He atoms. The authors of [211,212] conclude that those ions in liquid He form bubbles rather than snowballs, and the bubble radius was estimated to be $R_b \approx 4.7$ Å, considerably smaller than that of alkali atoms. Still, electrostriction produces a layer with increased He density outside the bubble. The absorption lines of alkali ions lie in the deep UV part of the spectrum and have never been studied in condensed helium. Spectroscopic studies of Ba$^+$ ions were reported [213,116], and the observed spectral line shifts and broadenings were rather small supporting the assumption of the bubble-type trapping site.

Numerical Monte Carlo simulations of the snowballs formed by impurity ions in liquid He were recently reported in [214–217]. They confirmed the presence of solid He structures surrounding the alkali ions. The He atoms are strongly localized, in particular for Na$^+$ and form two well-defined solid shells. The total number of bound He atoms ranges from 22 for Na$^+$ to 10 for Cs$^+$. For the alkaline-earth ion Mg$^+$ also a snowball structure was obtained. The He atoms in that case are much less localized and the number of bound atoms is only 6.

Experimentally the effect of increased He pressure on the snowball structure was mainly investigated in mobility studies, and the mobility was found to decrease with He pressure. It was found that even at a He pressure approaching the solidification point, no dramatic increase of the snowball radius occurs [34,35,218]. The analysis of [219,218] shows that the liquid-solid surface tension at the boundary of the snowball stabilizes its growth even at pressures slightly above the solidification point. In the absence of other nucleation centers this would result in a metastable supercooled liquid. Since in experiments the crystallization easily starts at the container walls, the authors of [219] conclude that it should be very difficult to observe crystal nucleation on positive ions, although the nucleation at an electrically charged metallic tip is a well known effect [220].

The motion of positive ions in solid He was studied only for He$^+$ ions produced via the ionization of He atoms by energetic electrons emitted by a radioactive $\beta$-emitting source [221–225]. In solid He, close to the melting point the mobility is several (3–6) orders of magnitude lower than in liquid and decreases further with increasing pressure. The effect of crystal anisotropy on the mobility of positive ion was observed experimentally [224] on the melting curve of the hcp phase. It was found that the motion of He$^+$ along the $c$-axis of the crystal is about 200 times faster than in the orthogonal direction.

10.1.2. Visual observations of "iceberg" structures

Since our early studies of Cs-doped solid He we have observed an interesting phenomenon that takes place during the melting of the doped sample. The observations are illustrated in Fig. 35. As described in Sec. 6.1, the Cs(Rb)-doped part of the solid He matrix has the shape of a column, approximately 3 mm in diameter and up to 2 cm in height. It can be distinguished from the surrounding transparent pure solid helium by its grey(blue)color (Fig. (a)), which is due to Cs(Rb) clusters [127]. When the helium pressure is released below 26.6
Fig. 35. Photographs taken through a cryostat window (diameter 2 cm) during the melting of a Cs-doped He crystal with applied electric field. (a) - before melting; (b) - liquid-solid interface moves down, in front of the window; (c) - "iceberg" in liquid He; (d)-(f) fragments of the "iceberg" are attracted to the negative electrode.

bar (at 1.5 K), the crystal starts to melt, and the melting proceeds from top to bottom of the pressure cell, as shown in Fig. 35(b). During the melting the doped part of the crystal remains solid and keeps its column-like shape. Finally, as shown in Fig. 35(c), the doped column is surrounded by liquid He only, a structure that we refer to as iceberg. Under constant temperature and He pressure the iceberg survives for as long as several hours, gradually losing its mechanical strength and finally breaking up into several fragments that float to the bottom of the cell, escaping observation.

The lower row of photographs in Fig. 35 shows the evolution of the iceberg in external electric field created between two electrodes mounted inside the pressure cell (shown in Fig. 35(e)) that produce a field strength of about 10 kV/cm at the location of the iceberg. As one can see in Fig. 35(d)-(f), the fragments of the iceberg in the electric field, rather than falling down, move towards the electrodes and stick on the latter. We could observe fragments sticking to the positively or to the negatively charged electrode, suggesting that charges of both signs with a nonuniform spatial distribution are present in the iceberg.

10.1.3. Interferometric study

Recently we reported a first quantitative study of the iceberg [127], using an interferometric technique (described in Sec. 6.2) to measure the index of refraction of the doped solid He column surrounded either by pure solid or liquid helium. The corresponding interferograms are shown in Fig. 36(a)-(c). In solid He the interferogram (Fig. 36(a)) displays no structure that can be associated with the doped part of the sample. From this observation we conclude that the additional refraction introduced by the dopants is negligible. On the other hand, the interferograms obtained when the iceberg is surrounded by liquid He clearly exhibit
Fig. 36. Interferograms taken during the melting of a Cs-doped He crystal. (a) - before melting; (b) - liquid-solid interface moves down, in front of the window; (c) - "iceberg" in liquid He.

such a structure (Fig. 36(b) and (c)). Within the iceberg the interference fringes shift in the direction of increasing refraction index. The magnitude of the shift is proportional to the thickness of the iceberg and reaches a maximum on its axis, which has allowed us to infer the difference of the refractive indices between the iceberg proper and pure liquid He. Since the extra refraction is not due to the impurities, we conclude that it is a consequence of the increased density of the iceberg which is \(\approx 3\%\) larger than that of liquid He, while being below the density of pure solid He which, at the solidification point at 1.5 K is 7\% larger than that of liquid He under the same conditions.

Our interpretation of these results takes into account the fact that the number density of neutral impurity particles, including atoms, dimers, and clusters is does not exceed \(10^{10}\) cm\(^{-3}\). Moreover, since all neutral impurities strongly repel He atoms due to the Pauli principle the binding of He atoms in the iceberg structure is most likely due to positively charged alkali ions, which attract He atoms by electrostriction. The charges are probably produced during the laser ablation from the bulk metal target, a process which is known to produce large amounts of atomic and molecular ions. Those charged impurities are also responsible for the attraction of the iceberg fragments by charged electrodes.

10.2. Impurity-helium solids bound by van der Waals forces

10.2.1. Structure

A method for isolating atomic and molecular impurities in superfluid He has been suggested by E. B. Gordon and coworkers in 1974 [128]. In their experiments a gaseous jet of helium doped with impurity atoms/molecules was directed onto the surface of a superfluid He bath, where it was found to condense into a highly porous aggregation of solid impurity clusters surrounded by a shell of He, a structure which the authors refer to as impurity-helium solid. This type of implantation technique is discussed in detail in [226,227]. It was successfully applied to the rare gas atoms Ne, Ar, Kr, and Xe, as well as to nitrogen, hydrogen and deuterium. With the three latter species the dominant part of the dopants is implanted in molecular form, although a significant density of impurity atoms was also detected.

All those dopants posses a relatively compact closed-shell electronic configuration and the van der Waals attraction between the impurity particle and surrounding He atoms dominates their interaction, while the Pauli repulsion acts only at very small interatomic
separations. A theoretical model developed in [129,226,228,13] assumes that each impurity atom or molecule is surrounded by a shell of 12 closely packed He atoms – a configuration equivalent to a substitution site in a He crystal – and shows that such a structure is stable under the experimental conditions. However, later experimental studies of the impurity-helium solid structure using X-ray diffraction, ultrasound propagation and electron-spin resonance (ESR) techniques, have shown that the typical impurity-helium solid consists of rather large impurity clusters. The cluster formation mechanism was discussed in [229,131], with the conclusion that the clusters are already formed in the gas jet before hitting the liquid He surface. A solid shell of He is then formed around each cluster due to the van der Waals attraction and prevents their further coalescence into larger particles. During the solvation process these impurity-helium clusters stick together and form the porous structure, whose properties have been extensively studied.

The impurity-helium solid samples decompose when heated, with a melting temperature that depends on the sample composition and that is larger than the evaporation temperature of pure liquid helium (4.2 K). The impurity-helium solid survives the complete evaporation of liquid He. However, the structure of the solid is affected by the warming process: small impurity clusters merge to form larger ones.

Recently, the implantation technique was modified in order to implant impurities into solid He [130,131]. Rather than condensing a gas jet into liquid He, the impurity-helium mixture is pressurized and brought into contact with the upper surface of a He crystal. The mixture solidifies while the pure He crystal is slowly pushed out of the pressure cell through a capillary at its bottom, until all of the initial helium is replaced by the doped solid. This method was applied to dope solid He with N$_2$ and O$_2$ molecules [131]. From the composition of the gas mixture the density in the solid is estimated to be $\approx 3 \times 10^{19}$ cm$^{-3}$. The method was later applied to dope deuterium into solid He and to study isolated deuterium clusters [230].

Impurity-helium samples have been extensively investigated for different dopants (listed in Table 3) using optical spectroscopy, X-ray scattering, ultrasound propagation and electron-spin resonance (ESR) methods. Below we give a brief description of the obtained results which were recently reviewed in [10–12] and which are complementary to our own studies of alkali-doped solid He.

10.2.2. Optical spectroscopy

A systematic spectroscopic study was reported for neon and nitrogen-helium solids [231,245]. The gas jet used for the immersion of the impurities was derived from a gas discharge of the He-impurity gas mixture, that produced a number of excited atoms and molecules. The most striking feature of this experiment is an extremely long-lived green luminescence emitted by the metastable $^2D$ state of nitrogen atoms that could be observed for hours following the implantation. In addition to this, molecular bands of N$_2$ dimers were observed. The luminescence spectrum taken during the thermal destruction of the sample also contains bands of the NO molecule and of atomic oxygen, due to an oxygen contamination of the He gas used for the deposition [245]. The Ne-He solid was investigated [231] by studying laser-induced fluorescence at electronic transitions of Ne atoms starting from the metastable lower state that is populated in the electric gas discharge before deposition.
Luminescence spectra from metastable nitrogen and oxygen atoms, as well as from molecular nitrogen from samples produced by the analogous technique were also reported by a group at Jyväskylä University [229,244]. The authors compared the spectra of N and N$_2$ observed in nitrogen-helium solids to those in a pure solid nitrogen matrix and find them to be very similar, thus supporting the conclusion that the emitting particles in the nitrogen-helium solid are in fact surrounded by solid nitrogen and not by helium, i.e., that they are embedded in nitrogen clusters.

### 10.2.3. X-ray diffraction

The structure of impurity-helium solids formed by Ne, Kr, N$_2$, and D$_2$ impurities, as well as by a D$_2$-Ne mixture in liquid He was investigated in a series of X-ray diffraction experiments [232–234,237,242,243]. The observed diffraction patterns consist of overlapping peaks that are characteristic for liquid He and for impurity crystals with a fcc structure. The average density of impurity atoms or molecules, estimated from the ratio of He and impurity peak intensities in the scattering diagram, was on the order of $10^{20}$ cm$^{-3}$. The scattering pattern due to the impurity is strongly broadened suggesting a small size of the scattering particles. The analysis of the peak widths has allowed the authors to derive a characteristic size of approximately 5.9 nm for neon impurity clusters [232,237], 6.2 nm for argon [237], 5.4 nm for krypton [237], 5±2 nm for nitrogen [233], and between 7.5 and 13 nm for deuterium [242,243]. Defects of the crystalline structure of the clusters also affect the scattering pattern by increasing the peak widths and by lowering the intensities of higher order peaks. The authors of [232,233] have demonstrated that the inclusion of crystalline defects significantly improves the agreement between the experimental and calculated scattering patterns. In

<table>
<thead>
<tr>
<th>dopant</th>
<th>reference</th>
<th>remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne</td>
<td>[231]</td>
<td>optical spectroscopy</td>
</tr>
<tr>
<td></td>
<td>[232–234]</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td></td>
<td>[233,235,236]</td>
<td>ultrasound propagation</td>
</tr>
<tr>
<td>Ar</td>
<td>[226]</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td>Kr</td>
<td>[232,233,237]</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td></td>
<td>[233,235,236]</td>
<td>ultrasound propagation</td>
</tr>
<tr>
<td>Xe</td>
<td>[226]</td>
<td></td>
</tr>
<tr>
<td>H$_2$</td>
<td>[238–241]</td>
<td>ESR</td>
</tr>
<tr>
<td>D$_2$</td>
<td>[233,234,242,243]</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td></td>
<td>[233,235,236]</td>
<td>ultrasound propagation</td>
</tr>
<tr>
<td></td>
<td>[238–243]</td>
<td></td>
</tr>
<tr>
<td>N$_2$</td>
<td>[128,231,229,244,245]</td>
<td>optical spectroscopy</td>
</tr>
<tr>
<td></td>
<td>[232–234]</td>
<td>X-ray diffraction</td>
</tr>
<tr>
<td></td>
<td>[233,235,236]</td>
<td>ultrasound propagation</td>
</tr>
<tr>
<td></td>
<td>[246–248]</td>
<td>ESR</td>
</tr>
<tr>
<td>O$_2$</td>
<td>[244,245]</td>
<td>optical spectroscopy</td>
</tr>
</tbody>
</table>

Table 3
Atomic and molecular gases studied in experiments on impurity-helium solids.
a more recent study [237] an even better agreement between experimental and modeled scattering data was obtained for Ne, Ar, and Kr clusters in liquid He, assuming that the clusters possess either an icosahedral or a decahedral structure.

Warming of the sample results in an increase of the characteristic cluster size due to the coalescence of small clusters into larger ones. The peaks in the corresponding scattering pattern become narrower due to the larger size of crystals and to annealing of the defects. Finally, the scattering pattern becomes identical to that of the bulk impurity crystal, indicating a collapse of the impurity-helium solid.

10.2.4. Ultrasound propagation

The velocity of ultrasound (5 MHz) propagation and its attenuation in impurity-helium solids formed by Ne, Kr, D\textsubscript{2} and N\textsubscript{2} in liquid He was measured in [233,235,236]. It was shown that the properties of the deuterium-helium solid are identical to those of pure liquid He due to the closeness of the molecular mass of D\textsubscript{2} and He. On the other hand, heavier impurities significantly increase the attenuation which is further increased by a compression of the sample. The ultrasound velocity is much less affected, and decreases only slightly due to the larger density of the sample.

The attenuation of the sound wave results from the friction of the layers of normal fluid. By analyzing the dependence of the ultrasound attenuation on the sample temperature the authors of [236,233] obtained information on the characteristic pore size of the impurity-helium structure. Their method is based on the fact that the sound wave can penetrate only into pores whose diameter is larger than the viscous penetration depth

\[ \delta_{visc} = \sqrt{\frac{2\eta}{\omega_{sound}\rho_n}}, \quad (43) \]

which depends on the viscosity of He \( \eta \), the ultrasound frequency \( \omega_{sound} \) and the density \( \rho_n \) of the normal component of superfluid He. Therefore the normal fluid inside the pores with a diameter below \( \delta_{visc} \) is decoupled from the motion and does not contribute to the attenuation. The normal fluid density increases and the corresponding viscous penetration depth decreases as the sample is heated. There exists a temperature range, where the attenuation strongly increases with temperature because an increasing number of pores start to contribute. The lower boundary of this range gives the largest pore diameter. For the Ne-, Kr-, and N\textsubscript{2}-He solids pore diameters of 320, 530, and 860 nm, respectively were inferred[236,233].

10.2.5. ESR studies

When molecular gases (H\textsubscript{2}, D\textsubscript{2}, N\textsubscript{2}) are condensed in liquid helium after passing through a gas discharge, they form clusters that also contain large amounts of the corresponding impurity atoms. Their electron-spin resonance (ESR) spectra were studied in [246,238–243,247,248]. ESR spectra were observed using a standard ESR spectrometer operating at 9 GHz. The spectrum is scanned by varying the static magnetic field in the range of 0.28-0.36 T. At those high fields the electron spin \( S \) and nuclear spin \( I \) in the atom are decoupled and the selection rules \( \Delta M_S = \pm 1, \Delta M_I = 0 \) hold for dipole magnetic transitions. The ESR spectrum thus consists of 2\( I \)+1 components, i.e., one observes doublet structures in hydrogen and triplets in deuterium and nitrogen. By comparing the signal amplitude to the
one from a ruby crystal with a known spin density, the absolute average number density of atoms in the impurity-helium sample could be determined. Atomic densities as high as $1.5 \times 10^{18}$, $8 \times 10^{17}$, and $1.4 \times 10^{19}$ cm$^{-3}$ were obtained for deuterium [243,242], hydrogen [238] and nitrogen [247], respectively. The local density of atoms within the cluster is significantly higher. It could be estimated from the spectral width of the resonances assuming that the broadening is due to spin-spin interactions. For N$_2$-He samples a local atomic density of $8 \times 10^{20}$ cm$^{-3}$ was obtained which corresponds to a 10% relative concentration of N atoms with respect to N$_2$ molecules. The time dependence (on a time-scale of several hours) of the relative densities of D and H atoms in a mixed hydrogen/deuterium-helium sample was used to study the quantum tunneling reactions $D + HD \rightarrow D_2 + H$ and $D + H_2 \rightarrow HD + H$.

In addition to the main ESR peaks much weaker satellite lines were observed in both hydrogen and hydrogen/deuterium-doped samples [238,240]. These satellites were attributed to forbidden transitions involving a simultaneous flip of the electron spin in the atom and the proton spin in one of the neighboring H$_2$ or HD molecules thus supporting the conclusion that the atoms are isolated inside clusters. The satellites due to the electron spin interaction with the deuteron spin could not be resolved due to the smaller magnetic moment of the deuteron. The ratio of intensities of the satellite and main ESR peaks provided information on the characteristic distance between the atom and the neighboring molecule and show that this distance is approximately 2 nm, which corresponds to atoms trapped in interstitial sites in solid molecular hydrogen.

Electron spin echo measurements in hydrogen and deuterium were reported recently [12]. The modulation of echo signals due to the interaction the electron spin with both protons and deuterons was resolved and the typical number of HD and D$_2$ molecules surrounding one deuterium atom was obtained.

A detailed analysis of the ESR lineshapes was reported [243] for deuterium-helium solids of different compositions, including solids with an admixture of neon. It was shown that the electron gyromagnetic ratio is practically not affected by the matrix, whereas the zero-field hyperfine splitting is reduced by approximately 1 MHz with respect to the free atomic value of 327.4 MHz. Both results closely reproduce those obtained in solid D$_2$ matrices. The longitudinal $T_1$ and transverse $T_2$ spin lifetimes were obtained from an analysis of the saturation of the ESR transition by the high power radio frequency field. The value of $T_1$ is determined by spin-lattice relaxation and is equal to 3 ms, whereas $T_2 = 44$ ns, is limited by spin-spin relaxation.

11. Other rare-gas matrices

In this section we compare the atomic bubbles in solid He with the trapping sites of metal atoms isolated in solid Ne, Ar, Kr, and Xe matrices. The latter have been investigated since 1960ies by means of optical and ESR spectroscopy. A review of these studies one can find in [162,9]. Here we consider mostly alkali and noble metals as impurities since their spectra can be directly compared to those observed in condensed helium.
In contrast to He, other rare gases solidify without external pressure and form face-centered cubic (fcc) crystalline structures. Due to the stronger interatomic interactions (see Table 4) and larger atomic masses these matrices are more rigid and have negligible zero point fluctuations, so the atoms in such crystals are well localized. As one can see in Table 4, the characteristic next-neighbor distance $a$ in those crystals is determined mostly by the position $r_m$ of the minimum in the corresponding interatomic pair potential. Except Ne, $a$ in rare gas solids is larger than in solid He and increases when going from Ne to Xe. Due to the larger polarizability (see Table 4) of the heavier rare gases they have a stronger attractive interaction with alkali atoms at intermediate interatomic distances which results in more compact trapping sites. It is usually assumed that in the heavier rare gas matrices (Kr and Xe) most alkali atoms occupy substitution sites, whereas for Ne and Ar trapping sites composed of four adjacent vacancies was suggested. In most experiments a number of spectral features is observed that can be attributed to different trapping sites within the same sample. Their relative contribution strongly depends on the preparation procedure and can be modified by annealing the sample.

For the theoretical modeling of the trapping site structure two approaches were proposed in the 1980ies, both in close analogy with those used for atomic bubbles in He (discussed in Sec. 3.2). The alkali-matrix interaction is calculated using either a pseudopotential method [252], or using pair potentials [253]. In both approaches the rare gas atoms are placed at fixed positions in a discrete lattice structure in contrast to the uniform density distribution assumed for helium (see Sec. 3.2). Monte Carlo studies were reported for Na atoms in solid Ar [254] and for Li in solid Ne [255], which yielded both single substitution sites and four vacancy sites. More recently, substitution sites with several adjacent vacancies were studied theoretically in [256] for Li and Na in Ne, Ar, Kr, and Xe.

### 11.2. Optical absorption

The $nS \rightarrow nP$ transitions of matrix-isolated alkali atoms have been extensively studied by absorption spectroscopy in Ar, Kr, and Xe matrices [257–272] (for a review see [9]). The analysis of those spectra is complicated by the presence of several different trapping sites in the sample. However, a common feature of all spectra is a triplet structure that replaces the fine-structure doublet of the $nS \rightarrow nP$ transition in free alkali atoms. Depending on the tightness of the trapping site, the absorption lines are more or less blue shifted and are com-

<table>
<thead>
<tr>
<th>element</th>
<th>$M$ (amu)</th>
<th>$\varepsilon$ (K)</th>
<th>$r_m$ (Å)</th>
<th>$a$ (Å)</th>
<th>$\alpha$ (Å$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>4</td>
<td>3.8</td>
<td>2.97</td>
<td>3.68</td>
<td>0.21</td>
</tr>
<tr>
<td>Ne</td>
<td>20</td>
<td>42.2</td>
<td>3.08</td>
<td>3.21</td>
<td>0.40</td>
</tr>
<tr>
<td>Ar</td>
<td>40</td>
<td>143.2</td>
<td>3.75</td>
<td>3.83</td>
<td>1.63</td>
</tr>
<tr>
<td>Kr</td>
<td>84</td>
<td>199.9</td>
<td>4.01</td>
<td>4.05</td>
<td>2.47</td>
</tr>
<tr>
<td>Xe</td>
<td>131</td>
<td>282.3</td>
<td>4.36</td>
<td>4.41</td>
<td>4.02</td>
</tr>
</tbody>
</table>

Table 4
Some parameters of rare gas atoms: atomic mass $M$, depth $\varepsilon$ and position $r_m$ of the potential well of the interatomic pair potential [249], next neighbor distance in the crystal $a$ and electric polarizability $\alpha$ from [9]. For He $\varepsilon$, $a$, and $\alpha$ are taken from [15], [16], and [250], respectively.
monly classified as "red", "blue", and "violet" triplets. The separations between neighboring triplet components for all alkalis and rare gases lie in the range of 100–500 cm$^{-1}$. For Cs and Rb they are comparable to the fine-structure splitting in the free atom, whereas for the light alkalis the fine-structure splitting is much smaller than the triplet splittings. Due to their large spectral widths, the individual components of the triplet structures strongly overlap and peak positions reported in different publications vary considerably. Triplet structures of the $nS \rightarrow nP$ transitions have also been observed in absorption spectra of matrix-isolated noble metal atoms [273–278]. In those systems usually a single (substitution) trapping site is observed.

The use of magnetic circular dichroism (MCD) measurements yields a significant improvement in the spectral resolution with respect to absorption spectroscopy. In MCD experiments a strong external magnetic field lifts the Zeeman degeneracy of the magnetic sublevels. The corresponding splitting is however orders of magnitude smaller than the optical linewidth, so that it cannot be resolved in a normal absorption spectrum. Since left and right circularly polarized light is absorbed only by $\Delta M = -1$ and $\Delta M = +1$ components respectively, which each have Zeeman shifts of opposite signs, a differential absorption spectrum for the two polarizations yields a dispersively shaped resonance. Due to the high sensitivity of polarization measurements the dichroism can be measured very precisely and helps to separate overlapping spectral lines. MCD spectra were reported for alkali atoms [266,267] and noble metal atoms [279,276–278] in different rare-gas matrices. A numerical modeling of MCD spectra was recently reported [280,281].
The triplet structure is a consequence of the splitting of the excited $nP$ state induced by the interaction with the rare gas atoms via two different effects. First, the spin-orbit interaction in the impurity atom is modified by the so-called heavy-atom effect [282,283], which is particularly pronounced for light alkali atoms. The effect is interpreted as an admixture of excited orbitals of the rare-gas atoms to the orbital of the impurity valence electron, that arises from the overlap of their wavefunctions in a tight substitution site. The spin-orbit operator of the whole defect is given by

$$H_{SO} = \Delta_M L_M \cdot S + \Delta_{RG} \sum_{k=1}^{N} L_k \cdot S,$$

(44)

where $\Delta_M$ and $\Delta_{RG}$ are spin-orbit coupling constants of the impurity and rare-gas atoms respectively and where the sum is taken over all rare-gas atoms forming a trapping site ($N = 12$ for a substitution site in an fcc crystal). The spin-orbit coupling in heavier rare gases is much more pronounced for light alkali atoms. When the electronic wavefunction contains an admixture of rare-gas atomic orbitals, the second term of Eq. 44 produces a contribution to the fine-structure splitting that can be significantly larger than that of the first term. In fact, for Li and Na in Xe or Kr matrices the observed fine-structure splitting is completely determined by the spin-orbit interaction of the rare gas.

The spin-orbit coupling by itself splits the $nP$ state into two components: a $nP_{1/2}$ orbital and a doubly degenerate $nP_{3/2}$ orbital. The triplet structure is a consequence of the lifting of the degeneracy in the $nP_{3/2}$ state by the interaction with the rare gas atoms. In the early work it has already been pointed out [257], that this occurs only when the multipole expansion of the interaction potential contains a term of quadrupolar symmetry. In other words, the trapping site structure should possess a preferred direction, for example a site formed by two adjacent vacancies, as suggested in [252,253]. However this possibility was ruled out by later studies using magnetic circular dichroism (MCD) and electron spin resonance (ESR) techniques [266,267,284]. It was shown that the trapping site in heavier rare gases is a substitution site in the fcc crystal and therefore possesses a cubic symmetry. As discussed in Sec. 4.3 the angular dependence of the cubic lattice Hamiltonian contains spherical harmonics with $l = 0, 4, 6, 8, ..., m = 0, \pm 4, \pm 8, ...$ and therefore does not split $nS$ and $nP$ states. The splitting of the $nP_{3/2}$ state was therefore attributed to dynamical distortions (oscillations) of the cage formed by the rare gas atoms surrounding the impurity atom. The phenomenon is well known in matrix-isolation spectroscopy as Jahn-Teller effect. As discussed in [282,276,267] the main contribution comes from tetragonal stretching and bending ($e_g$) modes, and a smaller contribution from trigonal ($t_{2g}$) modes. Calculations of Jahn-Teller spectra were presented for K in solid Ar [265], for Li in Ar, Kr, and Xe [266,285], and for Na in Xe [267]. We also mention related work on the $nS \rightarrow nP$ transitions of Ag and Au in rare gas matrices [251]. The measured and calculated absorption spectra of Ag-doped solid Xe [251] is reproduced in Fig. 38. The two components of the $D_2$ absorption line are labeled ”+JT” and ”-JT”, and the $D_1$ line is labeled ”SO”. The fourth component in the experimental spectrum appears due to the degeneracy of the perturbed $4P$ level of the silver atom and the $6S$ level of xenon.

The Jahn-Teller coupling parameters are usually obtained from fits or moment analysis of experimental absorption and MCD spectra for which the fitted lineshapes yield a reasonable
agreement with experimental results.

The absorption spectra of Cs in solid He discussed in Sec. 7.3 also possess a triplet structure. The analysis is greatly facilitated by the fact that all atoms are trapped in identical trapping sites. The spin-orbit interaction in Cs atom is the strongest of all alkalis with a fine structure splitting of 554 cm$^{-1}$, and the perturbation by the He matrix is much smaller than by other rare gas matrices. Immediately after the excitation, when the excited Cs atom interacts with the small He bubble, there is a large overlap of the Cs atom’s 6$P$ orbital and the electronic density of the He atoms that form the bubble. However, the overlap integral of the corresponding wavefunctions vanishes since a large number of strongly delocalized He atoms is involved. Therefore no modification of the Cs spin-orbit coupling is expected.

The splitting of the 6$P$ state in condensed He is still dominated by the spin-orbit interaction in the Cs atom, while the interaction with the matrix results in an increase of that splitting by approximately 100 cm$^{-1}$ and in the appearance of a secondary doublet structure in the blue component (the $D_2$ line). In liquid He the alkali atom is trapped in a spherical bubble (see Sec. 3.2) whose symmetry is even higher than that of the substitution site in the fcc crystal. As pointed out in [44,46] the double structure of the $D_2$ absorption line in this case is due to the Jahn-Teller effect arising as a consequence of bubble shape oscillations. Two quadrupole oscillation modes were considered, proportional to $Y^{(2)}_0$ and $Y^{(2)}_2 + Y^{(2)}_{-2}$, respectively. The former is a close analogue of the $e_g$ stretching mode of the cubic cage, in which the eight out-of-plane atoms move away from the impurity atom whereas the four atoms in the equatorial plane approach the impurity, and vice-versa. The calculations of the spectral contours of the $D_2$ absorption lines of Cs and Rb in liquid He [44,46] included no fitting parameters. The calculated line splitting underestimates the observed one by a factor of 0.7. This discrepancy can be attributed either to higher order vibration modes not included in the model, or to a too small set of basis functions used to describe the perturbed electron wavefunction.

According to our argumentation in Sec. 4.2, the trapping site in an hcp He matrix represents a basically spherical atomic bubble with a small static quadrupolar deformation. The Cs-bubble interaction potential possesses an angular dependence that lifts the degeneracy of the 6$P_{3/2}$ sublevels even without vibrations. The analysis of Sec. 4.3 shows that the interaction energy is comparable to that of the spin-orbit coupling and the triplet structure results from the interplay of those two effects. The situation is equivalent to that in the low symmetry trapping sites discussed in the early work on heavier rare gas matrices [252,253].

In bcc solid He the static deformation of the spherical atomic bubble has the same symmetry as the substitution site in the heavier rare gas matrices. Only the dynamic Jahn-Teller effect can produce a splitting in the $D_2$ absorption line. This would provide essential information about bubble shape oscillations in solid He. Unfortunately, only the $D_1$ absorption lineshape has been studied experimentally up to date [48].

11.3. Fluorescence

Fluorescence spectra of alkali atoms isolated in rare-gas matrices were reported in [261–264]. Typical spectra consist of two components that are strongly redshifted and that show a stronger broadening than the absorption lines. Similar results were obtained in experiments.
with silver atoms as dopants [286,273,287,275], for which a quantitative interpretation was presented in [251] (Fig. 38). The redshift results from a shape relaxation of the trapping site following the excitation of the impurity atom. The cubic cage of the substitution site is deformed in order to better accommodate the excited orbital of the dopant. The energy of the excited state is lowered and at the same time the ground state energy strongly increases thus reducing the transition energy.

The model of [251] assumes that the deformation proceeds along the same coordinates that are responsible for the Jahn-Teller splitting of the excited \( nP \) state observed in absorption. The new equilibrium configurations (for each \( M_J \) component of the excited state) are found as minima in the total defect energy, using the interatomic pair potentials and assuming that only the rare-gas atoms in the first solvation shell are displaced. As discussed in Sec. 3.3 and 7.3, we use essentially the same approach in our treatment of the fluorescence spectra of alkali atoms in condensed He, the difference being that the interaction between the first and the second solvation shells in the He matrix case are modeled by the macroscopic parameters of hydrostatic pressure and elastic stress. Under \( D_2 \) excitation the bubble acquires a very strong quadrupolar deformation. Due to the softness of the matrix, some He atoms can move into the dimples in the \( M_J=3/2 \) orbital or in between the two lobes of the \( M_J=1/2 \) orbital and fill all space available therein. As discussed in Sec. 5, these atoms are attracted by the van der Waals force and form a bound or quasibound complex, called exciplex. The resulting fluorescence spectrum (Fig. 21) is very similar in its structure, spectral width and shift to the one observed in [261–264] for alkali metals. In those experiments only visible and near infrared (\( \lambda \leq 1000 \) nm) fluorescence was studied, so that some spectral features might have escaped from observation. Similar results were obtained in [286,273,287,275] for silver (Fig. 38).

Lifetime studies were reported for Ag [273,287], K [262], and Na [261]. In agreement with Eq. 34, the lifetime increases with the fluorescence wavelength, significantly exceeding the free atomic lifetime \( \tau_{\text{free}} \). The effect is most pronounced in Ag-doped Xe (\( \lambda_{\text{free}} = 328 \) nm, \( \tau_{\text{free}} = 6.5 \) ns), where two fluorescence maxima are observed at 550 and 680 nm (Fig. 38) with lifetimes of 28 and 58 ns, respectively. Applying Eq. 34 one can show that the transition
dipole moment of an Ag atom stays practically unchanged, similar to the Cs$^+$He$\_7$ exciplex (Sec. 8.2). In alkali-doped matrices the observed lifetimes are considerably shorter than predicted by Eq. 34. This may be due to a modification of the transition dipole moment, to the quenching of the radiating species by the formation of trapping sites of lower energy, or to the formation of exciplexes whose fluorescence is further redshifted, as observed for the Cs$^+$He$\_2$ exciplex.

Cs$^+$He exciplexes and relaxed trapping sites of excited alkali or silver atoms in rare gas matrices are formed by the same physical mechanism and their fluorescence spectra possess the common features of large spectral widths, large redshifts, and enhanced lifetimes. However, in the case of Cs in condensed He, the bubble relaxation can also proceed along the radial (breathing) coordinate which does not contribute to the Jahn-Teller splitting. This is a channel of minor importance under the $D_2$ excitation, but becomes dominant under the $D_1$ excitation. In the resulting equilibrium configuration of the trapping site (expanded atomic bubble) the ground state is not strongly perturbed and the transition is only weakly blueshifted and much less broadened than in absorption (see Fig. 19). The corresponding lifetime is very close to the lifetime $\tau_{\text{free}}$ of the free atom (Fig. 24). Such a fluorescence component is not present in heavier rare-gas matrices doped either with alkali or noble metal atoms. It is particularly important since it is used for monitoring optical pumping of implanted Cs atoms and for optical detection of magnetic resonance, as discussed in Sec. 9.1.

11.4. Trapping site relaxation

The dynamics of trapping site relaxation following optical excitation of the impurity atom have addressed in experiments [288,289] applying the technique of ultrafast pump-probe laser spectroscopy to Ag-doped solid Xe. A first (pump) laser pulse excites the $5\,S \to 5\,P$ transition, and the second (probe) pulse is used to measure the absorption at the same wavelength that is modified by the trapping site relaxation. For the $M_J$ components whose energy is lowered in a distorted trapping site, relaxation occurs within 100 fs after the excitation and cannot be resolved in the experiments. However, for the excited state that has a minimum in the almost undistorted trapping site, cage oscillations with a period of 1.3 ps have been detected. A strong coupling to the lower lying state results in a radiationless population decay of the oscillating state with a 270 fs decay time. In another version of the same experiment a probe pulse of longer wavelength was used to drive the population from the relaxed states back to the ground state. However, these laser pulses also induce transitions from $5\,P$ to higher lying states which are not characterized in the matrix and make the interpretation more difficult.

Ultrafast pump-probe experiments have also been reported for NO molecules in solid argon and neon [290–292]. Calculations [293,294] show that this relatively small molecule occupies a substitution site in the matrix, in the same way as alkali and noble metal atoms do. The molecular orbital of the lowest excited state $A^2\Sigma^+$ is nearly spherical and its repulsive interaction with the surrounding rare gas atoms leads to a symmetric expansion of the cage that closely resembles the atomic bubble in condensed He. The first laser pulse excites the $A^2\Sigma^+$ state, and the second wavelength-tunable pulse drives transitions to higher lying states, whose spectroscopy in the rare gas matrices is well established [295]. The experiments
of [290–292] and molecular dynamics calculations of [293,294] reveal a very fast expansion of the cage following the excitation of the molecule that occurs on a sub-picosecond time scale. This initial expansion is followed by transient oscillations of the bubble around the new equilibrium configuration which are damped after approximately one period, i.e., 2-3 ps after the excitation.

No corresponding studies on atomic/molecular dopants in solid He have been reported so far. The only study of bubble dynamics [166,172] has been carried out in superfluid He, with He$_2^*$ excimers, prepared in the metastable $a^3\Sigma_u$ state by a multistep excitation process including the ionization of He in the strong electric field of a femtosecond laser pulse, followed by dimerization and recombination of the molecular ions with electrons. The calculations [296,92] show that the metastable excimer resides in a spherical bubble with a radius $R_b = 6.9$ Å. The bubble dynamics after two-photon excitation of the excimer into a higher-lying electronic state $d^3\Sigma_u$ by another laser pulse (pump) has also been studied. The probe pulse used in the experimental configuration has the same wavelength as the pump and produces a single-photon ionization from the $d^3\Sigma_u$ state. A decrease of fluorescence at the $d^3\Sigma_u \rightarrow b^3\Pi_g$ transition is observed as a function of the pump-probe delay. Those experiments have also revealed transient bubble oscillations damped after approximately one period. The oscillation period depends on He temperature and pressure and lies in the range of 100-200 ps, two orders of magnitude longer than in solid rare gas matrices. Applying a hydrostatic model, the authors attribute the damping either to the viscosity of the normal fluid fraction or to the emission of sound waves. The most recent time-dependent density functional theory calculations [297] have shown that these bubble dynamics are extremely sensitive to the long-range parts of the He$_2^*$-He pair potentials which presently can not be calculated with sufficient precision.

11.5. Magnetic studies

It is very difficult to distinguish between the dynamic Jahn-Teller effect and the influence of anisotropic (static) crystal field effects, based on optical spectra only. In the heavier rare gases additional information has been obtained from MCD and ESR studies.

ESR spectra of Li, Na, K, and Rb in solid Ar, Kr, and Xe were reported in [268,284,298–301] with techniques very close to the ones used in studies of atomic hydrogen in matrices, as well as in impurity-helium solids (see Sec. 10.2.5). Li, Na, and K atoms have a nuclear spin equal to 3/2 and their ESR spectra therefore consist of four components (Fig. 39). The nuclear spin of Rb and Cs atoms is equal to 5/2 and 7/2, and the corresponding ESR spectra have 6 and 8 components, respectively. For Cs, only a part of the octet structure has been observed experimentally [298].

The theoretical models developed in [298,302–304] for hydrogen and alkali atoms in rare gas matrices predicted modifications of the electronic $g$ factor and of the hyperfine coupling constant $A$ due to the impurity-matrix interaction. Three effects leading to such modifications were considered: attractive van der Waals interactions, repulsive Pauli exclusion forces, and spin-orbit interaction in the $S$ state of the impurity atom perturbed by an admixture of $P$ orbitals of neighboring matrix atoms. The latter effect appears due to the overlap of the impurity valence electron’s wavefunction with those of rare-gas atoms. According to
[303,304] it dominates the $g$ factor shift, which is always negative, and does not affect $A$. The van der Waals and Pauli exclusion forces mostly affect the hyperfine coupling constant $A$ by changing the electronic density at the nucleus. The van der Waals force moves the electron density out of the nucleus and thus decreases the hyperfine coupling constant, while the Pauli exclusion force works in the opposite direction by compressing the electron wavefunction onto the nucleus.

The experimental results of [268,284,298–301] confirm the theoretical predictions. Almost all measurements show very small ($\lesssim 10^{-3}$) negative shifts of the $g$ factors, while the hyperfine constants $A$ are much more affected (up to 30%). The latter either increases or decreases, depending on the trapping site. In agreement with the results of optical absorption studies, multiple trapping sites present within the same sample can be distinguished by differences of their hyperfine splittings and $g$ factors. As a rule, large positive shifts of the hyperfine frequency are accompanied by a large decrease of the $g$ factor. Such spectra are attributed to tighter trapping sites, in which the overlap of the orbitals of the impurity and matrix atoms is large, resulting in their mixing and in the compression of the impurity electron onto the nucleus. It has also been shown for Rb [300] and K [268] in solid Ar, that the strongly blueshifted optical absorption spectrum (the so-called blue triplet) originates from the same type of the trapping site. Conversely, ESR spectra with a smaller decrease of the $g$ value and a negative shift of the hyperfine frequency belong to loose trapping sites, in which the orbital overlap is small and where the van der Waals interaction dominates. This type of trapping site produces almost unshifted optical absorption spectra in experiments on K in solid Ar [268].

Most rare gas atoms have no nuclear spin. Only xenon has two isotopes $^{129}$Xe and $^{131}$Xe (nuclear spins 1/2 and 3/2 respectively) that have a significant relative abundances of 26% and 21%, respectively. In Xe matrices the electron spin of the impurity atom interacts with
nearby magnetic nuclei that results in an additional substructure of each ESR peak. This structure was investigated experimentally in isolated alkali [284] and noble metal [305] atoms. Electron spin relaxation times were measured for K, Li, and Ag atoms in Ar matrices [268,301] from studies of ESR saturation in strong rf fields. The longitudinal relaxation time $T_1$ is on the order of $10 \mu s$, whereas the transverse relaxation time is $T_2 \simeq 0.1 \mu s$, i.e., orders of magnitude lower than the $T_1$ and $T_2$ times of alkali atoms in condensed He. The authors of [301] suggest a relaxation mechanism due to vibrations of lattice atoms that produce an oscillating overlap between the impurity and the matrix atoms’ orbitals, which in turn results in variations of the hyperfine coupling constant of the impurity atom.

12. Summary

In this paper we have presented a comprehensive review of experimental and theoretical studies of the defects produced by atomic and simple molecular impurities in liquid and solid He. Most of the reported studies dealt with superfluid He, while for solid He only a few publications exist besides our own. The results of those studies show that due to the quantum nature of solid He the structure and the properties of the defects are very similar to those in liquid He. From a technical point of view the main advantage of the solid He matrix is the much longer residence time of the implanted species. In addition, in solid He a variety of new phenomena appear due to the anisotropy of the matrix, which is absent in the liquid phase. We have shown that such phenomena can be traced back to the macroscopic elastic properties of the He crystals.

Another group of new phenomena appears at the melting point of solid He, when liquid and solid helium are in equilibrium with each other. Under those conditions the macroscopic properties of the matrix become sensitive to the presence of charged impurities. The investigation of such systems was started only recently and has already brought spectacular results.

The interaction between the impurity atom and the host atoms in condensed helium is of a similar nature as in heavier rare gases, which have been and are being used in great number of matrix isolation studies. However, the particular properties of condensed helium as being quantum liquid/solid make it possible to use a very simple and instructive theoretical tool - the atomic bubble model for the defect description. This model combines classical hydrodynamics of a continuous medium with the quantum mechanical description of individual atoms and gives qualitative explanations to a number of complicated many-body phenomena observed in experiments. Moreover, the calculations based on the bubble model without any free parameters produce results that are in quantitative agreement with the experimental ones. This is a remarkable result considering the simplicity of the model.

The bubble model becomes invalid if the interaction of the impurity particle with helium is strongly anisotropic. This occurs typically for electronic states of the impurities with $p$-type orbitals. Such impurities form bound or quasibound complexes with one or several He atoms, so-called exciplexes. For their description another simple model can be applied that is based on impurity-helium pair potentials and that assumes that the complex structure is practically not affected by the surrounding He.
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